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Abstract—With the increasing highlighted security concerns
in Intelligent Transportation System (ITS), Vehicle Make and
Model Recognition (VMMR) has attracted a lot of attention
in recent years. The VMMR method can be widely used in
suspicious vehicle recognition, urban traffic monitoring, and
the automated driving system. With the development of the
Vehicle-to-Everything (V2X) technology, the vehicle information
recognized by the AI-based VMMR method can be shared among
vehicles and other participants within the transportation system,
and can help the police fast locate the suspicious vehicles. VMMR
is complicated due to the subtle visual differences among vehicle
models. In this paper, we propose a novel Recurrent Attention
Unit (RAU) to expand the standard Convolutional Neural Net-
work (CNN) architecture for VMMR. The proposed RAU learns
to recognize the discriminative part of a vehicle on multiple scales
and builds up a connection with the prominent information in a
recurrent way. RAU is a modular unit. It can be easily applied
to different layers of the vanilla CNN architectures to boost their
performance on VMMR. The efficiency of our models is tested
on three challenging VMMR benchmark datasets, i.e., Stanford
Cars, CompCars, and CompCars Surveillance. The proposed
ResNet101-RAU achieves the best recognition accuracy of 93.81%
on the Stanford Cars dataset and 97.84% on the CompCars
dataset.

Index Terms—Intelligent transportation system, convolutional
neural network, recurrent attention, visual attention, vehicle
make and model recognition.

I. INTRODUCTION

Vehicle Make and Model Recognition (VMMR) is an impor-
tant subject among various Intelligent Transportation System
(ITS) applications [1], [2]. The vision-based VMMR method
can directly recognize the vehicle information (e.g., vehicle
make, model and year) according to the appearance. This
method will be promoting in solving security-related issues.

For example, when a vehicle is stolen or grabbed by a
criminal, the police usually need to set up inspection posts
to intercept passing vehicles or manually search for a vehicle
with specific type, make and model through the surveillance
camera pre-deployed around the city, which takes much time
and is inaccurate in the end. With the help of the VMMR
technology, once the vehicle image is captured by an on-
board camera, the information of the stolen vehicle or the
vehicle driven by the suspicious criminal can be fast and ac-
curately identified. Then, relying on the vehicle-to-everything
techniques (e.g., the application of 802.11p [3] Standard and
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Dedicated Short-Range Communication (DSRC) [4] Standard
for Wireless Access in Vehicular Environment (WAVE)) the
derived information can be forwarded to the nearby police
officers or a remote central office [5], [6]. However, VMMR
is challenging, primarily because vehicle models of the same
make contain subtle visual difference, and different companies
produce vehicles that have a similar shape or appearance.
Moreover, the uncertainty of circumstances where the vehicle
located (e.g., the unconstrained pose, different illumination,
and cluttered background of the vehicle, etc.) would cause a
failure when recognizing a vehicle.

Recently, Convolutional Neural Network (CNN) is widely
used to solve various computer vision tasks such as vehicle
detection and image classification. Also, there are various
methods which are based on the standard CNN architectures
(e.g., VGG [7], ResNet [8]) to solve the VMMR task. The
deep learning-based VMMR method can be classified into
three categories: part detector-based methods [9], Recurrent
Neural Network (RNN)-based attention methods [10], and
feed-forward attention methods [11].

To resolve the drawback of slow recognition speed of
RNN-incorporated models and take advantage of attention
mechanism [12], we propose the Recurrent Attention Unit
(RAU), which is a modular attention unit that can be applied
on different layers of standard CNN architectures to extract
prominent information from different scales. Each RAU takes
the feature maps generated by the convolutional layer and
the attention state generated by the previous RAU as inputs.
Afterward, the unit produces a new state for the next RAU. The
mechanism is not only extracting discriminative information
from different layers but also combining them. This process
allows the model to recognize an object by evaluating the
discriminative features of different resolutions.

Generally, when an image contains multiple vehicles, the
object detection method is first used to locate these vehicles.
Then, these vehicles are cropped out and sent to the VMMR
model. Since our work mainly focuses on recognizing fine-
grained information of a vehicle, we assume that the image
received by the VMMR model contains only one vehicle.
Besides, our VMMR models have the ability to batch pro-
cess images. Therefore, they can simultaneously identify the
information of multiple vehicles.

The rest of the paper is organized as follows: We review the
related work in Section II. Section III introduces the structure



of RAU. In Section IV, we evaluate our model and provide
detailed analysis. Finally, we conclude our work in Section V.

II. RELATED WORK

VMMR is a subcategory of fine-grained recognition, and it
has been studied for many years. A variety of methods have
been developed to distinguish fine-grained categories [13]. In
this section, we mainly introduce RNN-based attention models
and feed-forward attention models for fine-grained recognition
because they are the most relevant work.

A. RNN-based attention models

Humans recognize an object through multiple glimpses
because of the built-in biological attention mechanism [14].
Inspired by the biological attention mechanism, Recurrent
Neural Networks (RNNs) such as vanilla RNN and Long-
Short-Term Memory (LSTM) [15] are introduced to combine
with the CNN, which enables models to focus on multiple
discriminative parts of the object.

Diversified Visual Attention Network (DVAN) [10] forces
the model to vary the attention regions. Attention canvases
are used to select different regions of the original image.
The generated attentive features are integrated by LSTM. The
drawback of DVAN is that the whole model needs to be trained
separately, and the parameters need to be carefully selected.
Wu et al. [16] proposed a spatial LSTM to capture the spatial
relationship of the local features. Also, an attention location
matrix was introduced to weigh the importance of the bilinear
features [17] in each location.

Fully Convolutional Attention Network (FCAN) was pro-
posed in [18]. The attention procedure is formulated into a
Markov Decision Process. At each time step, the attention
network generates a single-channel confidence map. A part
region is cropped from the feature maps based on the con-
fidence map. Reinforcement learning is used to optimize the
attention selection strategy. The processing procedure of their
model is different from RAU. Their model generates different
parts through multiple time steps. Our model only needs one
feed-forward process to generate multiple attention regions.

B. Feed-forward attention models

Incorporating the feed-forward attention mechanism is an-
other way to enhance the standard CNN architectures. These
models expand the CNN architectures by generating the at-
tention masks on several certain layers of the standard CNN
architectures. These attention masks are then used to attend
the feature maps to select the discriminative information of an
image.

Bilinear CNN (BCNN) was proposed in [17], which uses
two CNNs to generate image representations (one CNN is used
to recognize the object parts). These two representations are
combined by an outer product, generating an image descriptor.
Inspired by BCNN, the Spatially Weighted Pooling (SWP)
method was proposed in [19]. SWP consists of a set of
predefined weighted masks. It directly pools the feature maps
and outputs the image feature representations.

Rodriguez et al. [11] proposed a modular attention archi-
tecture. The attention model generates the attention map to
select the discriminative part features and uses the proposed
attention gate module to select the generated global and part
features. The authors applied their proposed model to Wide
Residual Network [20], and then obtained a new model, Wide
Attentional Residual Network (WARN). WARN is the most
relevant model among our proposed models, but the internal
structure of their attention module and the working mechanism
are different from RAU’s.

The knowledge transfer method was revisited in [12]. In
this work, the activation-based and gradient-based attention
transfer methods are applied to a proposed teacher-student
network. The authors obtained a significant improvement on
the student network. They visualized several attention maps
which are generated according to the feature maps. They found
that mid-level attention maps have higher activation values
in smaller regions (e.g., human eyes and nose), and high-
level attention maps focus on larger regions (e.g., the whole
face) [12]. The incentive of RAU is based on the observation
of the attention mechanism. Therefore, an attempt to connect
the features generated from different layers was made and
was achieved by adopting the RNN structure. This allows
discriminative features at different scales to be taken into
consideration.

III. THE PROPOSED APPROACH

RAU is designed as a modular attention unit that can be
applied to different convolutional layers without changing
the original structure of the standard CNN, which allows
the transfer learning approach to be instantly applied to the
proposed models. It seamlessly enhances the performance of
standard CNN architectures such as ResNet on solving the
VMMR task.

A. Recurrent Attention Unit

Based on the recently proposed Prototype Recurrent Unit
(PRU) in [21], we build the Recurrent Attention Unit (RAU).
PRU was proposed as a prototypical example for future
study of LSTM-like recurrent networks [21]. PRU has a
compact structure and captures the key component of LSTM
and GRU [22]. PRU can only process the one-dimensional
sequence vector. As an improvement, our RAU can directly
process the feature maps extracted by the convolutional layers.

The detailed structure of RAU is illustrated in Fig. 1. The
standard CNN takes the image as input to generate multi-
scale feature maps along the feed-forward process. Then each
RAU receives the feature maps and the former attention state
generated by the previous RAU as inputs. The initial attention
state is set to 0. After a series of operations on the feature maps
and the attention state, RAU will output a new attention state.
Each attention state represents the scores of vehicle models
on multiple discriminative locations.

The internal structure of RAU can be concluded as three
parts: feature integration, attention mask generation, and atten-
tion state generation. For the feature integration submodule, we



Fig. 1. The detailed structure of the Recurrent Attention Unit. The convolu-
tional layer is denoted by Conv.

integrate the features from the feature maps and the attention
state. First, the feature maps are processed by a convolutional
layer to generate M l

h ∈ Rkn×hl×wl

:

M l
h =W l

uh ∗H l, (1)

where H l ∈ Rcl×hl×wl

are the feature maps for the lth RAU,
l ∈ [1, ..., L]. The height and width of the feature maps are
denoted by hl and wl, cl is the channel of the feature maps.
The number of attention masks is denoted by k, n is the
number of vehicle model categories. The whole convolution
process of the convolutional layer is denoted by ‘∗’. W l

uh

represents the overall parameters of the convolutional layer.
To make the attention state Sl−1 ∈ Rkn×hl−1×wl−1

be com-
patible with the parameters of current RAU, a convolutional
layer is utilized to reduce the spatial size of the attention state
Sl−1 and we use another convolutional layer to generate M l

s:

S
′l−1 =W l

s ∗ Sl−1, (2)

M l
s =W l

us ∗ S
′l−1, (3)

where S
′l−1 ∈ Rn×hl×wl

, M l
s ∈ Rkn×hl×wl

. Then M l
h and

M l
s are combined together to generate the feature representa-

tion U l:
U l = tanh(M l

h +M l
s + bu), (4)

where U l ∈ Rkn×hl×wl

, tanh introduces nonlinearity to the
sum of M l

h and M l
s, bu is the bias.

For the attention mask generation submodule, whether the
attention mask is generated by considering features from the
feature maps and the attention state is what we want to
ensure. Therefore, H l and S

′l−1 are sent to two convolutional
layers to generate k learnable single-channel attention masks
respectively, and then they are added together:

Cl = σ(W l
ch ∗H l +W l

cs ∗ S
′l−1 + bc), (5)

where Cl ∈ Rk×hl×wl

will select the information of the
attention state S

′l−1. Theses attention masks focus on the
discriminative regions of S

′l−1. The sigmoid function is
denoted by σ.

TABLE I
THE DETAILED INFORMATION OF THE WEIGHTS OF THE CONVOLUTIONAL

LAYERS IN RAU

weight name size of the kernel stride number
Wuh 1 × 1 1 kn
Wch 3 × 3 1 k
Ws 3 × 3 2 n
Wus 1 × 1 1 kn
Wcs 3 × 3 1 k

The new attention state Sl ∈ Rkn×hl×wl

is the sum of the
selected features and U l:

Sl = Cl � S
′l−1 + U l, (6)

where � denotes the element-wise product. The feature se-
lection operation is done by repeating each mask for each of
the feature channels of S

′l−1 and conducting element-wise
production. The attention state Sl represents the features of n
vehicle models on k discriminative locations. In VMMR, the
module should extract distinctive information of the object. We
do not want to discard (weaken) the semantic information of
the same region in the feature representation U l. Therefore, U l

is directly added in Eq. (6), rather than adding the (1−Cl)�U l

as in [21].
The difference between different vehicle models is quite

subtle. Feature maps of different scales can provide different
levels of information. Therefore, it is useful to collect and
combine sufficient discriminative features from multi-scale
regions. Therefore, we deploy the RAUs to different convo-
lutional layers to receive the feature maps of different scales.
The attention state Sl generated by the last RAU represents
the integrated part features. The Global Average Pooling layer
[8] is used to pool these part features, resulting a kn× 1× 1
vector. The vector represents the scores of n vehicle models
selected by k attention masks. Then, the vector is processed
by the fully-connected (FC) layer to generate the classification
scores.

The final recognition result is the average of the results
of the standard CNN and the last RAU. The loss function is
defined as:

L =
1

2

n∑
i=1

ŶilogYi +
1

2

n∑
i=1

ŶilogPi, (7)

where P ∈ Rn is the predicted classification probabilities from
the last RAU, Yi is the predicted probability for class i from
the standard CNN, Ŷ is the one-hot encoded ground truth label
vector. This loss function simultaneously optimizes the global
and part feature extraction abilities of the model. The detailed
information about the weights of the convolutional layers in
RAU are provided in Table I.

B. Using RAU with ResNet

RAU is compatible with most standard CNN architectures.
We choose two strong baselines ResNet50 and ResNet101 [8]
as our base models. By deploying RAUs to these two
base models, we get two new models, ResNet50-RAU and
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Fig. 2. The framework of the proposed model. Three Recurrent Attention
Units (RAUs) are applied to the original CNN architecture at three different
layer groups. Each RAU contains k attention masks. The final results come
from the original CNN and the final RAU.

(a) Stanford Cars (b) CompCars SV (c) CompCars

Fig. 3. Samples from (a) Stanford Cars dataset, (b) CompCars Surveillance
dataset and (c) CompCars dataset in our experiments.

ResNet101-RAU. A three-RAU structure ResNet-RAU is pre-
sented in Fig. 2. ResNet contains several groups of convolu-
tional layers, which are called layer groups. Each layer group
contains a set of Residual Network [8], which contains convo-
lutional layers with the same number of channels. ResNet50
and ResNet101 both consist of four convolutional layer groups,
but each layer group contains a different number of convolu-
tional layers. The sizes of the feature maps generated by theses
four layer groups are 256 × 56 × 56, 512 × 28 × 28, 1024
× 14 × 14, and 2048 × 7 × 7. We deploy RAUs to the
end of the last three layer groups to test the effectiveness of
our proposed module. The recognition ability of each RAU
is controlled by the number of attention masks k. It is worth
mentioning that each attention mask can focus on different
locations. The final classification result of the whole model
is the average of the results from the global stream (standard
CNN) and the part stream (RAUs). The related experiments
are shown in Section IV-B.

IV. EXPERIMENTS

We conduct experiments on three benchmark vehicle
datasets, including Stanford Cars [23], CompCars [24] and
CompCars Surveillance [24]. The detailed information of these
datasets is provided in Table II. Samples from these datasets
are shown in Fig. 3.

A. Implementation Details

Our method is implemented with PyTorch [25]. The two
standard CNN architectures are first pre-trained on ImageNet
dataset [26], later fine-tuned on the target datasets. For the
original ResNet architecture, only the last FC layer is modified
to adapt to each dataset. For all the experiments, the models

TABLE II
THE STATISTICS OF THREE VMMR DATASETS. BBOX STANDS FOR

BOUNDING BOX

Datasets Category Train Test BBox
Stanford Cars [23] 196 8,144 8,041

√

CompCars [24] 431 16,016 14,939
√

CompCars Surveillance [24] 281 31,148 13,333

are trained using Stochastic Gradient Descent (SGD) with a
weight decay of 0.0005 and a momentum of 0.9. Models are
trained for 120 epochs. The initial learning rate is set to 0.01.
After 40 epochs, the learning rate is reduced by a factor of
0.5 every 20 epochs. The image is resized to 224 × 224. Data
augmentations such as random crop and horizontal flip are
applied. For the last 40 epochs, images will be cropped with
the help of the bounding box when training the model on the
CompCars dataset. The weights of the convolutional layers
in RAU are initialized by using the method presented in [8],
biases are initialized to zero.

B. Ablation study

We evaluate the influence of two adjustable parameters of
our model on the Stanford Cars dataset following a similar
procedure presented in [11]. We conduct experiments to show
the effect of the number of RAUs d and the number of attention
masks k. To capture more target information contained in
features of different scales, we need to deploy at least two
RAUs to combine these features. The maximum number of
RAUs that can be added is determined by the structure of
the base model. For example, ResNet contains four layer
groups, and three of them generate mid-level and high-level
features, which are the main useful features for recognizing
an object, since the information carried by the lower layers
is very fundamental, and features of higher layers are more
class-specific [27]. Therefore, the maximum value of d is 3 in
our experiment. The value of k is set from 1 to 4.

The number of parameters and floating point operations
(FLOPs) [28] are usually used to measure the computational
complexity of deep learning models. The experimental re-
sults, including the accuracy and computational complexity of
ResNet50-RAU with different d and k, are presented in Table
III. We can observe that our model can achieve a better result
than the previous state-of-the-art methods (shown in Table IV)
when combining features extracted from feature maps of dif-
ferent scales. Moreover, when we increase k to 2 (d = 2), our
model achieves the best recognition result 93.57%. In Table
III, we can also observe that the computational complexity
of the models has increased, but our models still have the
ability to process images with real-time processing speed. For
example, when running on a workstation with a GTX1080Ti
GPU, the processing speed of ResNet50 (d = 2, k = 2) is 128
frames per second (FPS). For the next part of our experiments,
we set d to 2 and k to 2 for ResNet50-RAU as these values
give the best recognition result. Since ResNet50-RAU and
ResNet101-RAU have a similar structure, we use the same
parameter setting for ResNet101-RAU.



TABLE III
THE INFLUENCE OF THE NUMBER OF RAUS d, AND THE NUMBER OF

ATTENTION MASKS k FOR EACH RAU ON THE STANFORD CARS DATASET

ResNet50-RAU
d = 2 d = 3

A P F A P F
k = 1 93.42 25.0 4.20 93.30 25.5 4.36
k = 2 93.57 26.0 4.28 93.40 27.0 4.59
k = 3 93.32 27.1 4.36 93.41 28.5 4.83
k = 4 93.26 28.1 4.44 93.35 30.1 5.06

baseline ResNet50 91.78 P = 23.9 F = 4.12

Abbreviations: A: Accuracy (%); P: The number of parameters (×106);
F: The number of FLOPs (×109).

C. Comparison with State-of-the-Art Methods

1) Performance on Stanford Cars: We compare the pro-
posed models with recent state-of-the-art methods. The results
are listed in Table IV. In this table, the results of the previous
part are cited from the original papers, and the results of
baseline models and our models are derived from the experi-
ments that are conducted based on the experimental setting
we mentioned before. Without adopting the bounding box
annotation at test time, our model ResNet101-RAU achieves
91.47% recognition accuracy, which outperforms the baseline
ResNet101 with a clear margin (4.14% relative gains), and
it is also a comparable result with M-CAN (91.5%), which
adopted the Class Activation Map (CAM) to select object
features [29]. RA-CNN [30] and MA-CNN [31] crop out
the part regions of the object according to their attention
modules, and these models are trained with images of size
448× 448. These part regions and large scale images provide
more detailed information, which allows these models to
produce higher results of 92.5% and 92.8%, respectively. PA-
CNN [9] adopts the co-segmentation and alignment methods
and tests the model by adopting the bounding box annotation,
which achieves 92.8% accuracy. Under a similar experiment
setting, the baseline ResNet50 and ResNet101 achieve 91.78%
and 92.45%, respectively. By adopting our attention selec-
tion method, the recognition accuracies are improved from
91.78% to 93.57% for ResNet50-RAU and from 92.45%
to 93.81% for ResNet101-RAU. The evaluation shows that
the proposed RAU advances the performance of ResNet for
the VMMR task. The previously reported best recognition
accuracy 93.1% is achieved by ResNet101-SWP [19] and
FCAN [18], ResNet101-RAU achieves a better recognition
result with 0.71% relative improvement.

2) Performance on CompCars: The recognition results
on the CompCars dataset are summarized in Table V. The
two baselines ResNet50 and ResNet101 obtain 96.73% and
97.41% accuracy, respectively. By adopting our RAU, the
values of the accuracy of the proposed ResNet50-RAU and
ResNet101-RAU are boosted to 97.60% and 97.84%, respec-
tively. The improvement shows our models have a stable
performance on recognizing vehicle models. The recently
proposed ResNet101-SWP [19] achieves 97.6% accuracy on
this dataset, ResNet101-RAU surpasses it by a small margin of

TABLE IV
COMPARISON OF THE RECOGNITION RESULTS ON THE STANFORD CARS
DATASET,

√
MEANS TESTING WITH BOUNDING BOX ANNOTATION, N/A

INDICATES THAT BOUNDING BOX ANNOTATION IS NOT USED

Type Model Test Anno. Accuracy (%)
Previous DVAN [10] N/A 87.1

WARN [11] N/A 90.0
BCNN (448) [17] N/A 91.3

M-CAN [32] N/A 91.5
RA-CNN (448) [30] N/A 92.5
MA-CNN (448) [31] N/A 92.8
ResNet50-SWP [19]

√
92.3

PA-CNN [9]
√

92.8
FCAN [18]

√
93.1

ResNet101-SWP [19]
√

93.1
Baseline ResNet50 N/A 86.78

ResNet101 N/A 87.33
ResNet50

√
91.78

ResNet101
√

92.45
Ours ResNet50-RAU N/A 90.30

ResNet101-RAU N/A 91.47
ResNet50-RAU

√
93.57

ResNet101-RAU
√

93.81

TABLE V
COMPARISON OF THE RECOGNITION RESULTS ON THE COMPCARS

DATASET

Type Model Accuracy (%)
Previous AlexNet [24] 81.9

OverFeat [24] 87.9
GoogLeNet [24] 91.2

ResNet50-SWP [19] 97.5
ResNet101-SWP [19] 97.6

Baseline ResNet50 96.73
ResNet101 97.41

Ours ResNet50-RAU 97.60
ResNet101-RAU 97.84

0.24%, achieving the best recognition result on the CompCars
dataset.

3) Performance on CompCars Surveillance: For this
dataset, we only trained our models 50 epochs. The initial
learning rate is set to 0.001. The learning rate is divided by
0.5 at 30th and 40th epoch. We use this dataset to test the
performance of our models in a practical environment. The
recognition results on the CompCars Surveillance dataset are
summarized in Table VI. A coarse-to-fine (CF) [33] method
was proposed to iteratively extract global and local vehicle
features, achieving 98.63% accuracy. Lightweight Convolu-
tional Neural Network (LWCNN) [34] is a simplified VGG
model and is trained with a combined training strategy. The
lightweight VGG achieves 98.71% accuracy. FF-CMNET [35]
uses two separate networks to extract the upper part and down
part features of a vehicle, and it achieves 98.89% accuracy.
Our proposed models ResNet50-RAU and ResNet101-RAU
achieve results of 98.83% and 98.90%, respectively, which
demonstrate our models can still obtain excellent results on
the surveillance dataset.

V. CONCLUSION

In this paper, we propose the Recurrent Attention Unit
(RAU) to enhance the performance of standard CNN architec-



TABLE VI
COMPARISON OF THE RECOGNITION RESULTS ON THE COMPCARS

SURVEILLANCE DATASET

Type Model Accuracy (%)
Previous AlexNet [24] 98.0

OverFeat [24] 98.3
GoogLeNet [24] 98.4

CF [33] 98.63
LWCNN [34] 98.71

FF-CMNET [35] 98.89
Ours ResNet50-RAU 98.83

ResNet101-RAU 98.90

tures for the VMMR task. RAU can help the model extract the
most discriminative features of an object. RAU is easy to be
added to most standard CNN architectures and can be trained
end-to-end. Extensive experimental results demonstrate the
effectiveness of fusing prominent features of different scales.
With the help of the Vehicle-to-Everything (V2X) technology,
the accurately identified vehicle information can be transmitted
to the agents, which will help the police find the criminal and
increase the region’s security. In the future, we will try to
simplify the structure of RAU and reduce the size of the model,
so that the proposed models can have excellent performance
under different hardware conditions. We will also test the
performance of RAU when combining it with other models.
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