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Fig. 4: E�ect of training set size on all model testing SSIM scores.

Model Type rCBF Training SSIM rCBF Testing SSIM

Linear Regression 74.55% 77.46%

Ridge Regression 74.51% 77.67%

Kernel Ridge Regression 82.83% 83.25%

Random Forests Regression 82.12% 84.19%

Table 2: Average rCBF SSIM scores from batch model testing for all slice loca-
tions on the 8 testing patients.
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N/A 83.45% 84.79% 84.77% 84.70%

Table 3: Visualization of Gaussian �ltering on kernel ridge regression rCBV
perfusion predictions on slice location 3 for the 8 testing patients, trained on
25000 data points.





4 Discussion

There are numerous advantages to applying machine learning to CT imaging
techniques. Machine learning models create consistent and reproducible results
for analysis, far superior to conventional methods. Proper supervision of the
training process entails successful treatment and diagnosis methods, which can
become more widespread and reliable for medical use. Speci�cally, the prediction
of perfusion parameters by machine learning models allows near instantaneous
and convenient treatment solutions, without relying on expensive or inconvenient
industry programs.

To accurately supervise the training process, the size and quality of the data
set is the chief concern. CT image data was pruned to remove faulty and un-
reliable patients, such as those with excessive cranial movement or containing
mismatched CT slice locations. This removal allowed the training process to
occur only on patients with consistent scans and minimize variance between pa-
tients. The process to create the model was not trivial, and for 38 patients took
less than 20 minutes. However, since the model only needs to be generated once,
the time for construction can be disregarded. Processing of the model scales
linearly with more training data, although this represents a trade-o� between
�tting the data and model runtime. Additionally, excessive data can give rise to
the machine learning problem of over�tting, which occurs if the model �ts the
training data too well, at the cost of failing to capture and generalize trends.

For this study, the model is able to predict the spatio-temporal intensities
of perfusion parameters associated with the intracranial artery. The framework
of this study demonstrates that our model can learn these trends automatically,
and predict the results with reasonable accuracy. The combination of this model
with automatic imaging and training techniques allows for the possibility of a
pipeline to process and predict perfusion parameters for any single patient.

Finally, deep learning methods such as neural networks and long short-term
memory models could be considered to improve the results of the study. These
models will, however, require a much larger data set and signi�cantly more run-
time to process.

5 Conclusion

We introduced a framework to utilize machine learning-based models for the
computation of neurovascular perfusion parameters from patient CT scans. Over-
all, the use of machine learning models in automating the processing of patient
data has been proven to be a viable alternative to current commercial methods
based on deconvolution. This study concluded that machine learning models
might improve accuracy in prediction and represent the potential for hospital
cost cutting, which can signi�cantly aid neurologists and neurosurgeons on a
variety of neurological conditions, including acute stroke. Such results could
monumentally facilitate the prediction of outcome based on raw CT perfusion.




