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Abstract—Recently, side-channel attacks based on deep learn-
ing (DLSCAs) have attracted much attention. Many works have
improved the performance of DLSCAs by designing advanced
neural network architectures and training strategies. There are
few studies on leakage models for DLSCAs. Existing researches
usually utilize the intermediate value Hamming weight (HW)
and the intermediate value itself (ID) as leakage models.
Training a classifier with good performance is challenging
due to the many label classes in the ID leakage model. The
HW leakage model can significantly reduce the number of
labels, but it will cause samples imbalance. In this paper,
we propose a new DLSCA leakage model, named Balanced
Labels Compression (BLC). We consider dividing sensitive
intermediate values with same lowest ϵ bits into same class
to obtain balanced labels. Then, we train a classifier using
the compressed BLC labels and profiling energy traces. At
the attack phase, the probability distribution of BLC labels is
extended to the probability distribution of sensitive intermediate
values. We conduct extensive comparison experiments with
HW, ID, and BLC leakage models under the two scenarios
of sufficient and insufficient profiling energy traces. Further,
we exploit VAE to improve attack performance when energy
traces are insufficient. Experimental results show that VAE-
based data augmentation can significantly reduce the energy
traces required to recover key.

Index Terms—Side-channel attacks, Side-channel leakage
model, Variational autoencoder, Data augmentation.

I. INTRODUCTION

Side-channel attacks (SCAs) utilize unintentionally leaked
information in the physical implementation of encryption
algorithms to recover secret information [1]. Depending on
the attacker’s power, SCAs include profiled attacks and non-
profiled attacks. Among them, profiled attacks are one of
the most outstanding SCAs. The profiled attacks assume the
attacker has similar test equipment to the target. The attacker
builds an estimation model of sensitive variables in advance
based on the device and obtains secret information from the
target device [2], [3].

In recent years, deep learning-based profiled SCAs have
performed better than traditional template attacks in some
aspects [4]–[6]. In 2016, Maghrebi et al. [7] first used deep
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learning methods such as deep convolutional neural networks
(CNN) and multilayer perceptron (MLP) to SCAs. The
CNN algorithm has gained significant advantages in cracking
unprotected and protected AES implementations compared to
template attacks and traditional machine learning methods.
Works [8], [9] built efficient and advanced CNN architec-
tures to improve the attack effect and reduce the network
complexity. Kim et al. [5] added artificial noise to the input
signal to improve the performance of CNN. This way, the
energy traces required to recover the key is significantly
reduced. Works [10], [11] used Bayesian optimization and
deep reinforcement learning technologies for hyperparameter
tuning of deep neural networks to improve the attack ability
of SCAs. Zaid et al. [12] proposed a new loss function for
DLSCA, named ranking loss, which achieved more minor
estimation errors than the cross-entropy loss function. These
studies have achieved satisfactory performance of DLSCAs
by designing advanced neural network architectures, training
strategies, and loss functions.

However, existing DLSCAs still have some problems
worth exploring. Existing DLSCAs usually utilize the inter-
mediate value Hamming weight (HW) and the intermediate
value (ID) as the leakage models. For the AES-128 symmet-
ric encryption algorithm, recovering a one-byte key requires
training a 256-class classifier. Training such a classifier
requires many energy traces and is difficult to converge. The
HW leakage model can significantly reduce the number of
classifier labels. But, since the number of 1s in the binary
number obeys the binomial distribution, the HW leakage
model will cause samples imbalance.

In this paper, we aim to design a new DLSCA leakage
model that can effectively compress the number of labels
without sample imbalance. Luo et al. [13] used the last
bit of the intermediate value binary representation (LSB)
as the label for SCA and proved through experiments that
its performance is better than that of the ID leakage model
and the HW leakage model. Inspired by this work, we
deeply analyze the relationship between intermediate values
label selection and key recovery performance. We propose a



balanced labels compression leakage model (BLC) that can
compress the number of intermediate value labels evenly. We
assume there is some similarity in side channel energy traces
when a fraction of the bits in the sensitive intermediate values
are the same. Specifically, the BLC leakage model consists of
three stages. In labels compression stage, intermediate values
are mapped to BLC labels by modulo 2ε operations. ε is
an optional parameter. In probability distribution expansion
stage, we expand the probability distribution dimension of
the classifier output from 2ε to 256. Then, the correct
key is recovered by aggregating the probability distributions
generated from multiple energy traces.

We compare the attack performance of the BLC with HW,
ID, and LSB leakage models in detail under the two scenarios
of sufficient and insufficient profiling energy traces on the
public ASCAD dataset. Experimental results show that BLC
significantly outperforms these three commonly used leakage
models.

In some attack scenarios, the attacker may only have a
small amount of energy traces to build a model. Further, we
utilize variational autoencoders (VAE) for data augmentation
to improve attack performance when profiling energy traces
are insufficient.

In summary, our contribution includes below.
• We propose BLC, a new DLSCA leakage model that can

effectively compress intermediate value labels without
sample imbalance.

• We compare the attack performance of the BLC with
the commonly used DLSCAs leakage models in detail
under the two scenarios of sufficient and insufficient
profiling energy traces. Experimental results show that
BLC significantly outperforms these leakage models

• We utilize VAE to generate side-channel energy traces
to improve attack performance in scenarios with insuffi-
cient energy traces. The experimental results verify that
the VAE-based data augmentation DLSCA method is
very effective.

The paper is organized as follows. Section II briefly
introduces deep learning-based side-channel attacks and vari-
ational autoencoder. Section III introduces our new SCA
leakage model and VAE-based data-augmented SCA. In
section IV and section V, we verify the performance of our
model and compare with representative methods. Finally, we
introduce related work and conclude the paper.

II. PRELIMINARIES

In this section, we first introduce the notations used and
then introduce deep learning-based side-channel attacks and
variational autoencoders.

A. Notation

In this paper, we use the time series x = [t1, t2, . . . , tτ ]
to represent a side-channel signal. The target sensitive in-
termediate value is Z = H(P,K), where H represents
the cryptographic primitive, P represents the public variable

(such as plaintext or ciphertext), and K represents the key
the attacker is trying to obtain. Z takes values in Z .

B. Deep Learning-Based Side-Channel Attacks

Deep learning-based SCA is a type of profiled SCAs.
Profiled SCAs include two stages: the profiled phase and
the attack phase. In the first stage, the attacker uses the
profiled dataset Dprofil =

{
(x0, z0) , . . . ,

(
xNp−1, zNp−1

)}
to construct a deep learning model M : Rτ → R|Z|

that estimates the probability Pr[X|Z = z]. After training
on the Dprofil, the attacker obtains an excellent sensitive
intermediate value probability estimator.

In the attack phase, the attacker utilizes the trained model
M , the attack dataset Dattack and the input used during the
encryption to calculate the score vector for each key hypoth-
esis. F (xi) is the sensitive intermediate value probability
estimate calculated by the model M , i ∈ {0, 1, . . . , Na − 1}.
For each k ∈ K, this score is defined as:

LNa
(k) =

Na∑
i=1

log (M (xi) [zi]) , (1)

where zi = H(pi, k) and H denotes a cryptographic primi-
tive. Finally, the key guess is calculated by:

Kguess = argmax
k

LNa
(k), (2)

where k ∈ K.

C. Variational Autoencoder

The variational autoencoder (VAE) was proposed by
Kingma and Welling [14], which is a particular variant of
AE and consists of an encoder and a decoder. VAE is a
widely used generative model, like Generative Adversar-
ial Networks. The encoder learns the distribution of input
variables in the latent space. The decoder samples latent
variables from the output distribution to reconstruct input
variables. Therefore VAE can be used to generate samples
similar to the input variables conveniently. In this study,
we exploit VAE to generate side-channel energy traces to
augment profiled dataset in sample-poor situations.

The VAE framework is designed based on a variational
Bayesian method. First, an encoder qΦ(h|x) is used to ap-
proximate the actual posterior distribution pθ(h|x). Assume
that the latent variable h follows a Gaussian distribution.
Specifically, the output of the encoder is the mean vector
µΦ(x) and variance vector σ2

Φ(x) of the latent vector h.
Then we sample from this Gaussian distribution to obtain
the latent vector h. The decoder pθ(x|h) generates an input
vector x from a latent vector h. The parameters Φ and θ
in the encoder and decoder are trained through deep neural
networks.

III. METHODOLOGIES

In this section, we first introduce the proposed BLC leak-
age model in detail. Then, we describe a data augmentation
method for SCA based on the variational autoencoder.



A. BLC leakage model

Existing DLSCAs usually utilize the intermediate value
Hamming weight (HW) and the intermediate value (ID)
as the leakage models. When using the ID model as the
classifier label, the number of label categories is large.
Training such a classifier requires many energy traces and
is difficult to converge. The Hamming weight model can
significantly reduce the number of label categories but will
lead to sample imbalance. In this paper, we aim to design a
new DLSCA leakage model that can significantly reduce the
number of label categories and avoid the sample imbalance
problem, that is, balanced labels compression.

We investigate the relationship between sensitive interme-
diate label selection and SCA. The AES algorithm performs
various calculation operations in the Galois field GF (28)
to realize encryption and decryption functions. We assume
there is some similarity in side channel energy traces when
a fraction of the bits in the sensitive intermediate values
are the same. Specifically, we consider dividing sensitive
intermediate values with the same lowest ε bits into the same
class. Sensitive intermediate values will be evenly divided
into 2ε classes. We name this leakage model Balanced
Labels Compression (BLC), which consists of the labels
compression stage, probability distribution expansion, and
key recovery stage.

The labels compression stage. Sensitive intermediate val-
ues in the profiled dataset are converted to BLC labels by
modulo operation, Dprofil → DBLC

profil:

zBLC = z mod (2ε) , ε = 1, 2 · · · 8, (3)

where z =
{
z0 , . . . , zNp−1

}
. The profiled

dataset after labels compression is DBLC
profil ={(

x0, z
BLC
0

)
, . . . ,

(
xNp−1, z

BLC
Np−1

)}
. It will be used

to train the classifier. For simplicity, we use the classifier
architecture from work [15], with the output layer modified
to accommodate the compressed labels. The probability
distribution expansion stage. The trained classifier MBLC

and attack dataset Dattack are used to recover the correct
key. The output MBLC (xi) ∈ R1×2ε of each energy trace
through the classifier is the probability distribution of 2ε

BLC labels. MBLC (xi) will be extended to the probability
distribution M (xi) about sensitive intermediate values:

MBLC (xi)
extend−→ M (xi) ∈ R1×256. (4)

This way, sensitive intermediate values with the same BLC
labels will get the same probability values. The key recovery
stage. The classifier uses the Na energy traces in Dattack to
generate Na probability distributions about sensitive inter-
mediate values. These probability distributions are used to
compute the score vector for each key hypothesis and key
guess Kguess via Equation (1) and Equation (2).

For each energy trace in Dattack, there will be 256
2ε −1 key

hypotheses with the same probability value as k∗. After the
classifier is trained on the profile set, this probability value is
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usually one of the larger ones in the probability distribution.
Due to the effect of the cryptographic primitive H , the key
hypotheses that obtain the same probability value as k∗

are not precisely the same in the probability distributions
generated by different energy traces. Therefore, after fusing
the probability distributions of multiple energy traces, the
score value of Kguess becomes the maximum value in the
score vector for each key hypothesis.

B. Data augmentation SCA based on variational autoen-
coder with insufficient energy traces

TABLE I
STRUCTURE OF THE ENCODER.

Layer Output shape Filter Size Parameter

Reshape Layer None*28*25 − 0
Conv1D Layer None*14*256 256 19456
Conv1D Layer None*7*128 128 98432
Flatten Layer None*896 − 0
Dense Layer None*2 − 1794
Dense Layer None*2 − 1794

In some attack scenarios, due to the constraints of time,
equipment, etc., there are not enough energy traces to train
the model, resulting in the degradation of SCA perfor-
mance. In this paper, we investigate the use of variational



𝐷𝑝𝑟𝑜𝑓𝑖𝑙

ꞏꞏꞏ

Encoder

ꞏꞏꞏ

 Sam
pled latent vector

 

ꞏꞏꞏ

Decoder
ꞏꞏꞏ

Original energy traces

Generated energy traces

Augmented profiled datasetTrain the classifier 

 Labels compression

𝐷attack

 Probability expansion

Calculate 

Fig. 2. The workflow of data augmented SCA based on VAE.

TABLE II
STRUCTURE OF THE DECODER.

Layer Output shape Filter Size Parameter

InputLayer Layer None*2 − 0
Dense Layer None*896 − 2688

Reshape Layer None*7*128 − 0
Conv1DTranspose Layer None*14*256 256 98560
Conv1DTranspose Layer None*28*25 25 19225

Flatten Layer None*700 − 0
Dense Layer None*700 − 490700

autoencoders to data augment original side-channel traces
to improve the performance of SCA when the number of
samples is limited. As a popular generative model, VAE
has the essential advantages of simple training and stable
performance.

The workflow of data augmented SCA based on VAE is
shown in Figure 2. To verify the effect of data augmentation
on SCA when the number of profiled samples is limited, we
select a small number of energy traces from the complete
dataset as the profiled dataset Dprofil. Section V will elab-
orate on the configuration of the number of energy traces.
First, the encoder and decoder in the VAE are trained using
the energy traces in Dprofil. Then, decoder generates side-
channel samples similar to the original energy trace from
latent variable h. The original dataset and the generated
energy traces are mixed as a new profiled dataset Daugmented

profil

to train a classifier. The energy traces utilize discrete cosine
transform (DCT) to extract features and reduce the signal di-
mension before inputting into the classifier neural networks.
Finally, the key guess value Kguess is calculated using the
trained classifier and the attack dataset Dattack.

In this paper, we assume that the latent variable h follows
a Gaussian distribution N

(
h;µΦ(x),σ

2
Φ(x)

)
. The encoder

qΦ(h|x) is used to approximate the actual posterior distribu-

tion pθ(h|x). The decoder pθ(x|h) generates a reconstructed
vector x̂ from a latent vector h. Our encoder and decoder
architecture is quite simple. The encoder consists of Reshape
Layer, Conv1D Layer, Flatten Layer, and Dense Layer. The
decoder includes InputLayer Layer, Dense Layer, Reshape
Layer, Flatten Layer, and Conv1DTranspose Layer. The
specific parameter settings are shown in Table I and Table
II. We use KL divergence to measure the similarity between
qΦ(h|x) and pθ(h|x). The specific expression is as follows:

DKL (qΦ(h|x)∥pθ(h|x))

=Eh∼qΦ(h|x)

[
log qΦ(h|x)− log

pθ(x, h)

pθ(x)

]
=Eh∼qΦ(h|x) [log qΦ(h|x)− log pθ(x|h)− log pθ(h)]

+ log pθ(x).
(5)

According to the property of DKL (qΦ(h|x)∥pθ(h|x) ⩾ 0 ,
we can get:

log pθ(x)

⩾ Eh∼qΦ(h|x) [− log qΦ(h|x) + log pθ(x|h) + log pθ(h)]

= Eh∼qΦ(h|x) [log pθ(x|h)]−DKL (qΦ(h|x)||pθ(h)) .
(6)

We maximize the lower bound of the log-likelihood log pθ(x)
to train encoder and decoder parameters Φ and θ. The loss
function of VAE is expressed as follows:

L(θ,Φ,x)
= −Eh∼qΦ(h|x) [log pθ(x|h)] +DKL (qΦ(h|x)||pθ(h)) ,

(7)
where pθ(h) = N (z;0, I).

{
−Eh∼qΦ(h|x) [log pθ(x|h)]

}
is the reconstruction loss, which ensures that the gen-
erated energy trace is sufficiently similar to the original
energy trace. {DKL (qΦ(h|x)||pθ(h))} is a regularization
loss, which makes qΦ(h|x) close to the standard normal



distribution and ensures that the model can generate new
energy traces.

IV. PERFORMANCE EVALUATION FOR BLC
LEAKAGE MODEL

A. Experimental Setup

To comprehensively evaluate the BLC leakage model and
find a suitable label compression parameter ϵ, we conduct
extensive experiments under two scenarios, namely, suffi-
cient profiling energy traces and insufficient profiling energy
traces. We train and test model on a computer with an Intel
Xeon Gold 5320 @2.2 GHz processor, 32GB of RAM, and
an NVIDIA RTX A4000 card with 16GB memory. The batch
size is 100. We compare experimental results with commonly
used HW, ID, LSB leakage models.

TABLE III
EXPERIMENTAL PARAMETER SETTINGS WITH SUFFICIENT ENERGY

TRACES.

Training set Validation set Leakage model Label categories

45000 5000 HW 9
45000 5000 ID 256
45000 5000 LSB 2
45000 5000 BLC4 (ϵ=2) 4
45000 5000 BLC8 (ϵ=3) 8
45000 5000 BLC16 (ϵ=4) 16
45000 5000 BLC32 (ϵ=5) 32

TABLE IV
EXPERIMENTAL PARAMETER SETTINGS WITH INSUFFICIENT ENERGY

TRACES.

Training set Validation set Leakage model Label categories

45000 5000 HW 9
45000 5000 ID 256
45000 5000 LSB 2
45000 5000 BLC4 (ϵ=2) 4
45000 5000 BLC8 (ϵ=3) 8

B. Dataset

We test the performance of our model on three public
datasets. The target platform implemented a masked AES-
128 algorithm on an 8-bit AVR microcontroller and captured
physical signals [2]. In order to facilitate the use of re-
searchers and simplify data processing, the ASCAD database
retains 700 points related to the third byte of the first round
of S-box operations of AES-128 as side channel features.

1) ASCAD synchronization (desync0): the signals of the
ASCAD synchronization dataset are jitter-free. This dataset
contains 50,000 side-channel traces as profiled dataset and
10,000 side-channel traces as attack dataset for key recovery.
We use 45,000 of the profiled dataset as the training set and
5,000 as the validation set

TABLE V
THE NUMBER OF ENERGY TRACES REQUIRED TO RECOVER THE KEY

WITH DIFFERENT LEAKAGE MODELS WHEN ENERGY TRACES ARE
SUFFICIENT.

Dataset HW ID LSB BLC4 BLC8 BLC16 BLC32

desync0 943 87 54 67 42 95 107
desync50 1034 178 151 77 68 160 120
desync100 1795 368 155 60 151 181 165

Overall 3772 633 360 204 261 436 392

2) ASCAD desynchronization 50 (desync50): the signals
of the ASCAD desynchronization 50 dataset have a maxi-
mum jitter (offset) of 50 points. This is to simulate signal
jitter caused by poor contact or random delays of sampling
equipment.

3) ASCAD desynchronization 100 (desync100): the sig-
nals of the ASCAD desynchronization 100 dataset have a
maximum jitter (offset) of 100 points.

Table III shows the experimental parameter settings for
the sufficient energy traces scenario. Table IV shows the
experimental parameter settings for the insufficient energy
traces scenario. Experiments are repeated five times under
the same experimental settings. The experimental results are
average of five times.

C. Performance Metrics

We use the number of traces Nrank required to recover
one key byte as performance Metric. As shown in Figure 3,
when Rank gradually converges to 0, the number of energy
traces is Nrank. It is one of the most widely used DLSCA
evaluation methods. The smaller the Nrank, the better the
attack performance.

D. Experimental Results with Sufficient Energy Traces

1) desync0: the detailed experimental results are shown
in Table V. The experimental results of ID leakage model are
from work [15]. For desync0 dataset, most leakage models
can recover a key byte using less than 100 energy traces.
The BLC8 (ϵ=3) leakage model outperforms other methods
and can recover one key byte using 42 energy traces. There
are only eight categories of compressed labels. Compared
with the uncompressed 256 categories, the classifier training
converges more easily.

2) desync50: for desync50 dataset, most leakage models
can recover a key byte using less than 200 energy traces.
BLC8 (ϵ=3) and BLC4 (ϵ=2) leakage models are significantly
better than others and can recover a key byte using 68 and
77 energy traces, respectively.

3) desync100: as energy trace desynchronization in-
creases, the number of energy traces required to recover one
key byte increases more for HW and ID leakage models.
The performance of the LSB and BLC leakage models on
the three datasets is relatively stable. For desync100 dataset,
the BLC4 (ϵ=2) leakage model outperforms other methods
and can recover one key byte using 60 energy traces.
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Fig. 3. Number of traces required to recover a key byte with sufficient energy traces scenario.

We select the results of one of the five repeated experi-
ments to draw Figure 3. Overall, the performance of the BLC
leakage model is satisfactory. From the experimental results
on desync0, desync50, and desync100, when the energy
traces are synchronized or slightly desynchronized, the BLC8
leakage model is more appropriate. The BLC4 leakage model
can recover a key byte with fewer energy traces on the three
datasets, and the overall performance is better.

E. Experimental Results with Insufficient Energy Traces

In some attack scenarios, due to the constraints of time,
equipment, etc., there are not enough energy traces to train
the model. In this case, training a classifier with many classes
is more challenging than when energy traces are sufficient.
We choose several energy traces from the ASCAD profiling
set to simulate this scenario.

1) desync0: the detailed experimental results when energy
traces are insufficient are shown in Table VI. For desync0
dataset, except for the ID leakage model, the rest of the
leakage models successfully recover the correct key byte.
The ID model has 256 categories of labels. When the
number of samples is 3000, there are less than 12 samples
in each class on average. The BLC8 (ϵ=3) leakage model
outperforms other methods and can recover one key byte
using 446 energy traces.

2) desync50: for desync50 dataset, HW and ID leakage
models cannot recover the correct key using all attack energy
traces. The BLC4 (ϵ=2) leakage models are significantly
better than others and can recover a key byte using 857
energy traces.

3) desync100: as energy trace desynchronization in-
creases, the number of energy traces required to recover
one key byte increases more. For desync100 dataset, the
BLC4 (ϵ=2) leakage model outperforms other methods and
can recover one key byte using 1245 energy traces.

We select the results of one of the five repeated exper-
iments to draw Figure 4. The BLC4 leakage model can
recover a key byte with fewer energy traces on the three
datasets, and the overall performance is better.

TABLE VI
THE NUMBER OF ENERGY TRACES REQUIRED TO RECOVER THE KEY

WITH DIFFERENT LEAKAGE MODELS WHEN ENERGY TRACES ARE
INSUFFICIENT.

Dataset HW ID LSB BLC4 BLC8

desync0 2355 / 532 508 446
desync50 / / 1477 857 1630
desync100 5857 / 2721 1245 6999

Overall / / 4730 2610 9075

/ indicates that the correct key cannot be recovered using all attack
energy traces.

V. PERFORMANCE EVALUATION FOR BLC-VAE
WITH INSUFFICIENT ENERGY TRACES

A. Experimental Setup

In this section, we use VAE to improve DLSCA per-
formance when profiling energy traces are lacking. We
conduct experiments on the ASCAD synchronization dataset.
Specifically, we selected 1000 samples and 3000 samples
from ASCAD as the original training set. The validation set
is the same size as the training set, but is only used during
classifier training. Then, we use the original training set to
train the encoder and decoder of the VAE. The structure of
VAE is shown in Table I and Table II. The batch size is 100.
The learning rate is 0.0005. The epoch is 200. We use the
trained VAE to generate the same number of new samples as
the original training set. The generated samples are combined
with the original samples, and the order is shuffled as a
new training set. The detailed dataset configuration is shown
in Table III. As shown in Figure 5, the generated energy
trace is very similar to the original energy trace, with slight
differences around the peaks.

TABLE VII
THE DATASETS CONFIGURATION.

Original training set Augmented training set Validation set

1000 2000 1000
3000 6000 3000
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Fig. 4. Number of traces required to recover a key byte with insufficient energy traces scenario.
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B. Experimental results

We train classifiers using the original and augmented
training sets, respectively, and perform performance com-
parisons on the attack set. Considering the small number of
training samples, we choose BLC4 as the leakage model.
The batch size is 100. The epoch is 100. Experiments were
repeated five times under the same experimental settings. The
experimental results are average of five times.

TABLE VIII
THE DATASETS CONFIGURATION.

Original sample size Original dataset Augmented dataset

1000 1902 1244
3000 508 295
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(a) 1000 original energy traces
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Fig. 6. Comparison of attack performance using VAE data augmentation
and no data augmentation.

As shown in Table VIII, augmenting the training set
with a variational autoencoder can significantly improve
the performance of DLSCA. When the original training set

samples are 1000, the number of energy traces required
to recover a key byte is reduced from 1902 without data
augmentation to 1244, a reduction of 34.5%. When the
original training set samples are 3000, the number of energy
traces required to recover a key byte is reduced from 508
without data augmentation to 295, a reduction of 41.9%.

VI. RELATED WORK

The power, electromagnetic, sound and other signals
leaked by cryptographic equipment during the calculation
process may be closely related to cryptographic information
[16]–[18]. Side-channel attacks are typical exploitation of
such signals. Since Kocher first proposed side-channel at-
tacks, SCAs research has been flourishing [19]. Template
attacks [3], [20] and machine learning-based profiling SCAs
[21], [22] have shown competitive results for some time after
the birth of SCAs. In recent years, deep learning techniques
have achieved more attractive results in the side-channel
community due to their powerful feature learning capabilities
[11], [23]. Benadjila et al. [2] provided the ASCAD dataset
to the SCAs community for researchers to test and compare
the performance of new models. Zaid et al. [9] constructed
an efficient CNN SCA method from the perspective of
attack efficiency and network complexity, which improved
key recovery performance and reduced network complexity.
Zhang et al. [24] proposed a multilabel classification SCA
method to improve attack performance and reduce network
complexity. Zaid et al. [25] proposed a SCA method based
on stochastic attacks and conditional variational autoencoder
provides interpretability for DLSCA.

In recent years, researchers have paid attention to scenarios
where the profiling energy traces is insufficient. Pu et al.
[26] use random shifts on the energy traces to augment
the profiled energy traces and show experimentally that this
approach can improve the robustness and performance of
profiled SCA. Luo et al. [13] utilized a technique called
mixup in DLSCA to generate new energy traces by mixing
different energy traces. Wang et al. [27] used conditional
generative adversarial networks (CGAN) to generate class-
specific energy traces to address the class imbalance due
to the Hamming weight model. Picek et al. [28] employed
the synthetic minority oversampling technique (SMOTE)



implements data augmentation and improves SCA perfor-
mance. Hu et al. [29] proposed a subkey combination
training method and verified that the method outperforms
the individual subkey training model.

VII. CONCLUSION

In this paper, we propose an SCA leakage model, Bal-
anced Labels Compression (BLC), which can significantly
reduce the number of label categories and avoid the sample
imbalance problem. We test the BLC leakage model using
the ASCAD dataset under two scenarios with sufficient and
insufficient energy traces. Experimental results show that
the performance of the BLC leakage model is significantly
better than that of the HW and ID leakage models. This
provides a new leakage model for other DLSCA researchers.
We investigate using VAE to augment original side-channel
traces to improve the performance of SCA when energy
traces are insufficient. We compare the performance with-
out data augmentation and with data augmentation on the
ASCAD synchronization dataset. Experimental results show
that VAE-based data augmentation can significantly improve
DLSCA performance.
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