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Abstract— Depression is a mental health disorder that affects 

a significant portion of the global population. However, early 

detection and intervention are crucial for effective treatment. 

Current depression detection models often rely on a single 

modality, either audio or text data, which may lead to inaccurate 

results due to the limited information being considered. In this 

paper, we propose a novel approach for the accurate detection of 

depression in individuals using both audio and text data. This 

approach addresses the limitations of existing solutions by 

combining objective measures of speech and text data, providing 

a non-intrusive and efficient means for depression detection. In 

this project, two models were trained: a speech emotion 

recognition model based on Long Short-Term Memory (LSTM) 

and a text model based on the Random Forest Method. The 

TESS dataset was used to train the speech emotion recognition 

model, whereas the text model was trained on the Twitter dataset, 

which is accessible on Kaggle. The results indicate that our 

proposed approach is highly effective in detecting depression, 

with an accuracy of 98% achieved by the speech emotion 

recognition model and 95% by the depression detection model on 

the testing data. The outputs of both models are combined using 

a decision tree method, resulting in an accuracy of 100%. The 

proposed method employs a Decision Tree algorithm that takes 

the output of both the Speech Emotion Recognition (SER) model 

and the text-based depression detection model as inputs and 

applies a set of rules to classify users into one of three categories: 

depressed, mildly depressed, or not depressed. Then a webpage 

was developed where users can input their speech and text data 

and receive a prediction of their depression status based on the 

integrated output of both models. Overall, the results demonstrate 

that the proposed system provides a promising solution for the 

early detection of depression. 

Keywords—Depression, Mental Health, Early Detection, 

LSTM, Random Forest, Non-intrusive, Decision Tree  

I. INTRODUCTION  

Depression is an alarming medical disorder that affects 

millions of people worldwide. According to the WHO [1], 

about 300 million people worldwide suffer from depression. 

According to another study [2], it predicts that by the year 

2030, major depressive disorder will become the second 

highest contributor to disability on a global scale. Although 

it is not easily identified, it has significant and severe 

effects. Clinical expertise is currently employed in addition 

to questionnaire surveys to identify depression. Early 

depression diagnosis and evaluation are difficult, and their 

accuracy is heavily dependent on patient cooperation and 

medical professional skill. People nowadays use social 

platforms such as Reddit, Pinterest, Twitter, and Instagram 

to express their emotions, thoughts, and provide details 

about their daily life . Due to its widespread usage as a 

mode of communication, textual data exhibits several 

characteristics that render it highly suitable for both 

sentiment analysis, chatbots, natural language generation 

and many more.  

Speech emotion recognition can indeed contribute to 

understanding depression by analyzing the emotional cues 

conveyed through speech patterns and intonations. By 

accurately identifying specific emotional states, such as 

sadness, apathy, or despair, this technology offers insights 

into a person's mental well-being. Leveraging speech 

emotion recognition can aid in early detection and 

intervention, potentially leading to improved support and 

treatment for individuals struggling with depression. As a 

result, extracting his/her emotional signal from the speaker 

is critical for the research of depression. Deep learning 

algorithms have been used to detect depression using speech 

and text data, which can improve detection accuracy and 

efficiency. 

II. LITERATURE  SURVEY  

 

Depression is only one example of a mental health issue that 

is incredibly difficult to handle. There are professional 

medical treatments accessible, but they take time. The 

problem with current depression detection models is that 

they often rely on a single modality, either speech or text 

data, which can lead to inaccurate results due to the limited 

information being considered. Additionally, some existing 

models lack interpretability, making it difficult to 

understand how the model arrived at its conclusions. 

Depression is a major concern, especially after the COVID-

19 pandemic. According to [3], there has been a significant 

increase in mental health disorders such as generalized 

anxiety, social anxiety, depression, and panic/somatic 

symptoms, especially among young adults and adolescents. 

The study emphasizes the need of mental health care and 

interventions, as well as the use of technology and 

telemedicine, in providing critical therapies during and after 

the epidemic. As a result, it is critical to undertake research 

and develop models for the detection and management of 
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depression in order to improve people's overall mental 

health and well-being.  

Recent research [4] has shown that the use of audio and text 

data can be an effective method for detecting depression. 

Audio data, such as speech and ambient sounds, can provide 

information about an individual's emotional state and can be 

used to detect changes in their speech patterns, such as a 

monotone voice, slower speech rate, and reduced pitch 

range. Textual information, such as social network posts and 

text messages, has the ability to provide vital insight into a 

person's thoughts and emotions. It can also be used to detect 

changes in their writing style and linguistic patterns. 

Natural language processing techniques have recently 

gained favor in diagnosing depression from social media 

data due to the extensive use of online communication and 

the prospect of identifying persons who may be at risk for 

depression. The study [5] employed a word list to identify 

depression tendencies in individual tweets and two common 

classification models to predict depression class, 

Multinomial NB and SVM. The Multinomial NB performed 

well with an accuracy of 83% and an F1-score of 83.29%, 

while the SVM performed well with an accuracy of 79% 

and an F1-score of 79.73%. The study did, however, 

acknowledge the limitations of supervised learning 

classification in predicting depression from text data. 

Another study [6] used twitter data from 55 Indonesian 

users, they analyzed it using a grading system and compared 

to clinical screening labels from psychologists. Results 

showed comparable accuracy and F1 score values between 

regular and text-specific processing, with the latter slightly 

outperforming. However, the small sample size is a 

drawback of this study, highlighting the necessity for large 

datasets in efficient machine learning techniques. In recent 

years, ML and DL techniques have been increasingly used 

to detect depression. The study [7] used ML algorithms to 

predict anxiety, depression, and stress levels based on the 

DASS 21 questionnaire. Five different algorithms were 

utilized, with the RF classifier having the highest accuracy 

scores ranging from 71.4% to 79.8%. The NB algorithm had 

the highest accuracy across all three scales.  

Depression is a complex and multifaceted disorder that can 

manifest in different ways, including through text, speech, 

and other modalities. Therefore, a multi-modal approach 

that combines data from various sources, such as text, audio, 

and physiological signals, could offer a more thorough and 

accurate method of detecting depression. Several studies 

have shown that multi-modal depression detection 

algorithms have great potential. For example, in [8], 

researchers created a model that used data from speech and 

facial expression analysis to diagnose depression with high 

accuracy.  

The  study [9] adopted a multi-modal technique to detect 

depression that incorporated physiological signs, speech, 

and text data and achieved better results than models that 

used only one modality. While hybrid models have shown 

potential in detecting depression from text, more study is 

needed to enhance detection speed. Furthermore, the use of 

multi-modal techniques that incorporate data from multiple 

sources may provide a more thorough and accurate method 

of detecting depression.  

Deep learning algorithms for SER have received a lot of 

interest recently. The work [10] presents a summary of the 

several DL approaches utilized for SER, as well as their 

contributions and limitations. While these methods provide 

simple model training and the efficiency of shared weights, 

they also have drawbacks such as extensive layer-wise 

internal architecture and over-learning during layer-wise 

information memorization. The study by [11] focuses on 

recognizing negative emotions in human speech data in Thai 

language, which is one application of deep learning in SER. 

The researchers assessed the accuracy of deep learning 

classifiers in recognizing negative emotions using four open 

emotional speech datasets. The CONV1D recognized 

negative emotions with a high accuracy of 96.60%.  

Earlier studies in SER largely employed typical machine 

learning algorithms to classify emotions from speech inputs, 

such as SVM. Recent research [12] has concentrated on 

deep learning and neural network-based techniques to 

increase SER performance. LSTM, GAN, and VAN are the 

most often utilized deep learning architectures for SER. 

LSTM, in particular [13], has demonstrated substantial 

potential in boosting SER accuracy by modelling long-term 

relationships in speech signals. The way that the memory of 

LSTM can capture temporal information and manage input 

sequences of varying durations makes it well-suited for 

modelling speech sounds. Despite these advances, SER still 

faces obstacles and constraints, such as a lack of well-

designed datasets and uncertainty in emotional annotations.  

The study [14] aims to create a new method for detecting 

depression early on by combining audio and text data. They 

used the SESE on 160 Chinese people to see how their 

emotions changed. To diagnose depression, the researchers 

retrieved low-level audio data and used a multi-modal 

fusion technique based on Deep Spectrum and word vector 

features. The proposed model was accurate to 0.912 and had 

an F1 score of 0.906. The study's shortcomings, however, 

include its small sample size and lack of variety, implying 

the need for more detailed research on a larger and more 

diverse dataset. 

In conclusion, multiple studies have demonstrated that using 

speech and text data to identify depression can be an 

effective strategy. The addition of both speech and text data 

can provide a complete knowledge of an individual's 

emotional state and increase depression diagnosis accuracy. 

However, more research is required to validate these 

findings and discover an ideal technique for utilizing speech 

and text data in the diagnosis of depression. 

III. PROPOSED METHOD 

Depression detection using speech and text data typically 

involves a multi-modal approach, where both speech and 

text data are used together to make predictions. The general 

methodology for detecting depression using speech and text 

data has the following steps: Data Collection, Data 

Preprocessing, Feature Extraction, Model Training, Model 

Evaluation and Model Deployment. 



A. Proposed Depression Detection System using Speech 

Data  

 

Figure 1 Proposed Speech Emotion Recognition Model 

The speech emotion recognition (SER) system incorporates 

essential blocks such as speech signal processing, data 

collection, feature extraction, and classification. Speech 

signal processing involves techniques like noise removal 

and frequency enhancement using pre-processing and 

Librosa. Data collection relies on the availability of large 

datasets, and in this case, the TESS dataset with 2800 audio 

files is utilized. Feature extraction involves extracting 

relevant features from speech signals, with Mel Frequency 

Cepstral Coefficients (MFCC) being a popular technique. 

MFCC reduces variability and represents the audio signal's 

properties using the Mel frequency scale and Discrete 

Cosine Transform (DCT). Finally, the classification block 

employs LSTM networks to assign emotional labels to input 

speech signals based on the extracted features. 

• LSTM Architecture 

 

Figure 2 LSTM Layers for Speech Emotion Recognition Implementation 

LSTM model is sequential model and built using keras in 

python. LSTM stands for long short-term memory networks, 

used in the field of DL. It belongs to the family of RNNs 

and is specifically designed to capture long-term 

dependencies, particularly in tasks involving sequence 

prediction. The structure of an LSTM model consists of 

multiple LSTM cells connected in a sequential manner to 

handle input sequences. Each LSTM cell incorporates three 

gates: input, forget, and output gates, which regulate the 

information flow within the cell. These gates enable the 

LSTM network to effectively process and understand 

sequential data by learning and remembering long-term 

dependencies between different time steps. 

B. Proposed Depression Detection System using Text Data  

Depression detection text models use NLP techniques to 

analyze text samples and identify signs of depression. The 

training phase of a depression detection text model involves 

feeding the model a large dataset of labeled examples, 

where the labels indicate whether a given text sample is 

indicative of depression or not. This enables the model to 

learn patterns and characteristics linked with depression. 

The testing phase of a depression detection text model 

involves using the trained model to predict whether new, 

unseen text samples are indicative of depression or not. 

 

Figure 3 Training Phase of Text Model using Random Forest Classifier 

In the training phase of a text classification model using a 

Random Forest classifier, pre-processing is performed to 

transform the raw text data into a suitable format for 

analysis. This includes text cleaning, tokenization, 

Stopwords removal, and lemmatization or stemming. These 

steps prepare the text data for the classifier and improve its 

accuracy. A bag of words model is then created, which 

represents the text data in a numerical format for analysis. 

The Random Forest classifier uses this model to categorize 

new text input based on learned features. The classifier is 

trained by adjusting hyperparameters and evaluated using 

various metrics. If the performance is unsatisfactory, 

hyperparameters can be fine-tuned or a different algorithm 

can be tried. Finally, the trained classifier and vectorizer are 

dumped into a pickle file for easy preservation and later 

deployment. 

 
 

Figure 4 Testing Phase of Text Model using Random Forest Classifier 

In the testing phase of a text model, a pre-trained model is 

loaded from a pickle file using Python's pickle module. The 

loaded model is then used to preprocess the random input 

text by applying techniques such as tokenization, stemming, 

and stop-word removal to structure the text for analysis. The 

preprocessed text is fed into the model to generate 



predictions on whether the text indicates depression or not. 

Class prediction on test tweets involves categorizing unseen 

tweets based on their content using the pre-trained machine 

learning model. The preprocessed test data is vectorized 

using TF-IDF Vectorizer, and the model uses it to forecast 

the classes of the test tweets. The resulting predictions are 

compared to the true labels of the test data to compute a 

confusion matrix, which consists of true positives, true 

negatives, false positives, and false negatives. The confusion 

matrix serves as the foundation for evaluating the model's 

performance using metrics like accuracy, precision, recall, 

and F1 score, providing insights into its effectiveness in 

detecting instances of depression. 

• Random Forest Classifier 

 

Figure 5 Random Forest Architecture 

RF is a powerful ML technique that is commonly used in 

text categorization tasks like detecting depression in tweets. 

The dataset is initially preprocessed in this method, and then 

features are retrieved using techniques such as Bag-of-

Words, TF-IDF, and POS. The RF classifier is then trained 

using the preprocessed dataset. The technique involves 

creating multiple decision trees using different subsets of the 

training dataset in the training phase. These decision trees 

collectively contribute their votes to determine the final 

class of test objects. 

IV. IMPLEMENTATION 

A. Implementation of Depression Detection Model with Speech 

Data using LSTM 

The proposed method for the speech model utilizes the 

Toronto Emotional Speech Dataset (TESS), consisting of 

2800 audio files with spoken words representing different 

emotions(anger, disgust, fear, happiness, pleasant surprise, 

sadness, and neutral). The model employs an LSTM 

architecture, capable of learning and retaining information 

from long input time series. The architecture includes layers 

such as Dense, Dropout, ReLU, and Softmax, which 

contribute to classification and nonlinearity. After building 

and compiling the LSTM model, it is fitted using a training 

dataset to adjust the weights and optimize its performance. 

The proposed LSTM-based speech model follows an 80:20 

train-test data split. This split ensures that the model is 

trained on a substantial amount of data while also having 

unseen data for evaluation. Additionally, the model is 

trained over 50 epochs, indicating that the training process 

iterates 50 times over the training data.  

 

Figure 6 Sequential Model of LSTM Model 

The model is then evaluated using metrics like accuracy, f1 

score, precision, and recall assessing its ability to detect 

emotions from speech. Predictions can be made on new 

speech signals using the trained model, and performance 

assessment is crucial in determining its accuracy. The 

model's performance is evaluated on a test set of speech 

recordings, comparing predicted sentiments to real 

emotions. 

B. Implementation of Depression Detection Model with Text 

Data using Random Forest  

The implementation of the text model for depression 

detection involved several stages. Firstly, a dataset of over 

10,000 tweets labeled as depressed or non-depressed was 

obtained from Kaggle. The dataset was specifically curated 

for text-based depression detection models and covered a 

wide range of tweet samples. The text data underwent 

preprocessing, which included removing punctuation, stop 

words, and converting text to lowercase. Tokenization was 

performed to transform the tweets into numerical vectors for 

input features. Feature extraction techniques, such as the 

bag-of-words model and TF-IDF, were used to represent the 

tweets as feature vectors, capturing the importance of words. 

Parts of Speech (POS) tagging was also incorporated to 

enhance the model's understanding of grammatical patterns. 

The Random Forest Classifier was trained and evaluated 

using a 75:25 train-test split. Evaluation metrics such as 

accuracy, precision, recall, F1 score, and the confusion 

matrix were employed to assess the model's performance. 
  

V. RESULTS AND DISCUSSSION 

A. Emotion Recognition using Speech Data 

The accuracy of the SER model, which was trained using an 

LSTM model is displayed in Figure 7. 

 
 

Figure 7 Accuracy for Speech Emotion Recognition using LSTM Model 

Figure 8 shows the confusion matrix obtained for speech 

emotion recognition model that uses LSTM classifier. 



 

Figure 8 Confusion Matrix for Speech Emotion Recognition using LSTM 

Model 

Table 1 summarizes the evaluation metrics for classifying 

seven emotions. The main findings indicate consistently 

high precision scores of 1.00 for all emotions, indicating 

minimal false positives. The majority of emotions achieved 

a recall score and F1 score of 1.00, demonstrating accurate 

identification of true positives. 

Table  1 Precision, Recall, F1 Score for Depression Detection using Speech 
Data 

 

 
 

Figure  9 displays the graph for the accuracy of the training 

and validation data during the model training process. 

 
Figure 9 Training and Validation Accuracy Graph for Speech Emotion 

Recognition Model 

B. Depression Detection Model using Text Data  

The Text model is trained using Random Forest Model, the 

accuracy obtained is shown in Figure 10 and also the 

confusion matrix can be seen in Figure 11 respectively. 

Figure 12 shows the validation and training accuracy graph 

for depression detection using text data. 

 

 
 

Figure 10 Accuracy for Depression Detection Model using Text Data 

 

 
 

Figure 11 Confusion Matrix for Depression Detection Model using Text 

Data 

 

 
 

Figure 12 Training and Validation Accuracy Graph for Depression 
Detection Model using Text Data 

 

Table 2 presents evaluation metrics for a Random Forest 

model used to detect depression through text data. The 

model exhibits a precision of 0.99, indicating high accuracy 

in identifying true positives, while its f1 score of 0.96 

signifies a balanced performance in correctly classifying 

depressed individuals. 

Table 2 Precision, Recall, F1 Score and Accuracy for Depression Detection 

Model using Text Data 

 

 

Table 3 provides a comprehensive overview of the 

performance and methodologies employed in previous 

studies for SER, alongside the proposed method. Table 4 

offers a comparative analysis between previous studies and 

the proposed method for text modeling. 

 

 

 

 

 



Table  3 Comparison of Proposed Method with Existing     Methods for 
Speech Emotion Recognition (SER) 

 

 

 

Table  4 Comparison of Proposed Method with Existing Methods for 
Depression Detection Model using Text 

 

 
 

C. Depression Integration of Speech Text Model using Decision 

Tree Model  

The speech emotion recognition model and depression 

detection text model were integrated into a decision tree 

model to determine a user's depression status. The decision 

tree model achieved a remarkable accuracy of 100%, 

indicating its effectiveness in accurately predicting 

depression. In Figure 13, it shows the accuracy of decision 

tree model. 

 

Figure 13 Accuracy Score for Speech- Text  Integrated Model using 

Decision Tree Algorithm 

Table 5 illustrates the collective findings of the depression 

detection system that combines speech and text inputs. 

Table 5 Combined Results of Speech-Text Depression Detection System 

 

 

The output is presented in a clear and concise format, 

classifying the user into one of three categories: depressed, 

mildly depressed, or not depressed. Figure 14 shows the 

website interface of depression detection and Figure 15 

shows the output page of the website. 

 
 

Figure 14 Depression Detection Website Interface 

 

 

 

 

Figure 15 Website Output Display Page 

 

VI. CONCLUSION 

In this project, we developed a model that accurately 

predicts an individual's mental state based on their speech 

and text inputs. The speech emotion recognition model 

achieved 98% accuracy, while the text classification model 

achieved 95% accuracy in identifying depression. By 

integrating these models and using a decision tree, we 

achieved a remarkable accuracy of 100% in classifying 

individuals as depressed, mildly depressed, or not depressed. 

The user-friendly website further enhances accessibility, 

making it a valuable tool for those seeking support with 

depression. 

VII. FUTURE WORK 

In future work, there are several areas of improvement for 

the depression detection model. Firstly, incorporating 

additional features such as facial expressions and gait, 

alongside speech, can enhance the accuracy of the model by 

capturing more comprehensive information about an 

individual's mental state. Secondly, exploring different 

neural network architectures and feature engineering 

techniques can further optimize the current model, 

improving its performance and prediction capabilities. 
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