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Occluded Multi-lingual Offline Handwriting Inpainting 

Based on Multi-head Attention and Stacked-LSTM 

Decoder  

 

Abstract. The encoder-decoder with attention model has become a common 

framework to online handwriting recovery. Convolutional Neural Network 

(CNN) and Long Short Term Memory (LSTM) with attention mechanism are 

respectively used as encoder and decoder. Inspired by the current success of 

transformers in many tasks, we introduce in this paper a novel recovery-

inpainting framework, named Temporal Order with Multi-head Attention Net-

work and stacked-LSTM decoder (TO-MultiNet), to denoise the corrupted of-

fline handwriting and to obtain its online counterpart signal characterized by 

dynamic features. First, TO-MultiNet framework is trained to generate the tem-

poral order and the pen velocity from offline handwriting. Then, the obtained 

model is further used to inpaint the occluded handwriting images. This work is 

validated by the Beta-GRU recognition system that is applied on Arabic, Latin 

and Indian On/Off dual handwriting datasets. Experimental results prove the ef-

fectiveness of Multi-head attention with stacked-LSTM decoder which increas-

es the quality of the obtained uncorrupted image and improves the recognition 

rate based on the novel Beta-GRU model. 

Keywords: Occluded offline handwriting, Transformer, Multi-head attention, 

LSTM, Beta Elliptic Model, GRU. 

1 Introduction 

For several decades, Handwriting Recognition (HR) has been successfully studied. 

According to the type of handwriting, there exist online HR and offline one. The 

online recognition systems involve the automatic transformation of online handwrit-

ing on a special digital assistant, which can be employed for computer aided educa-

tion, writing boards, etc. The offline recognition systems implicate the automatic 

transformation of offline handwriting into letter code, which can be implemented for 

signature check, bank check reading, book transcription, etc. 

Among different offline handwriting analysis, handwriting denoising can be an im-

portant field. In recent decades, it has achieved great interest. Offline handwriting 

denoising is a sub-issue of image inpainting domain, which is utilized to delete ob-

jects or fill lacking areas based on known image features. After inpainting the occlud-

ed image, a damaged image can be recovered to its original counterpart image accord-

ing to a human visual test. In fact, inpainting Occluded handwriting have different 

advantages, including: (a) improved recognition performance, where, the overall 



2 

recognition rate of the writing can be increased by inpainting the areas of the hand-

writing that are masked. Because the inpainted regions can give further information 

that could enhance the recognition. (b) improved readability: Inpainting can improve 

text clarity and readability, which can be helpful for projects like preserving or digit-

izing old documents. (c) improved user experience, when reading obscured text in 

digital documents that are displayed on screens, inpainting can make the experience 

for the user more enjoyable and less unpleasant. 

Image inpainting process is widely utilized in old photos, the protection of valuable 

historical document, corrupted handwritten recovery, and handwriting recognition. In 

recent years, different methods have been proposed based on wavelet representation 

[2], Algorithmic Probability (AP) [5], structural features [4], variational analysis [3] 

and etc.  

For example, Total variation approaches consider the smoothness of original images, 

so, which can eliminate spurious noises and small holes. 

Some subsets of images can contain certain properties, such as having a low-rank 

property [13] or being planar [14]. Although they are able to fill holes by local pixels, 

they are incapable to introduce the semantic information in lost parts, specifically, 

when the desired information is missed in corrupted images.   

There exist other methods, for example, Hareesh et al. [22] used a simple gradient 

function technique and fractional derivatives to estimate the priority order of filling 

step. The authors in [13] stated image inpainting problem as a low-rank matrix ap-

proximation issue and achieved a good approximation to the matrix rank. 

Xi et al. [21] collected the features indicated by the two-dimensional entropy gray 

distribution in the priority formula to decrease the influence caused by the decline of 

the confidence term in the image inpainting process. 

Contrary to the previous hand-crafted approaches, existing models, such as Convolu-

tional Neural Network (CNN) [11, 16, 17] and Deep Recurrent Neural Network 

(DRNN) [9], achieve good results when treating the uncorrupted handwriting Chinese 

characters based on its structural characteristics.  

The Stacked AutoEncoder (SAE) [10] is one of the methods used for automatic 

feature learning of unlabeled samples. This method is interesting in the field of image 

inpainting, because SAE encodes the features in the hidden units and then recon-

structs the pattern by its decoder model. But, this method does not solve the handwrit-

ing image inpainting issue directly. However, it can be extended to implement it [1]. 

Sparse coding was used to reconstruct occluded images according to a learned dic-

tionary [15]. GAN-based techniques have emerged as a good model for image 

inpainting. Initial works [23] used CNNs for inpainting and denoising small areas. 

Firstly, context encoders [16] trained Deep Learning models for denoising larger re-

gions. More recently, the authors in [24] ameliorated this model by implementing 

global and local discriminators like adversarial losses and utilized dilated convolu-

tions in the denoising model to replace the entirely channel-connected layers adopted 

in the context encoders.   

Recently, the authors in [8] proposed to inpaint occluded chinese handwriting charac-

ter utilizing Convolutional Generative Adversarial Network (CGAN) and recognize 

the obtained handwriting with GoogLeNet.   
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They combine between the generator and discriminator to produce realistic characters 

from its counterpart occluded images. The advantage of using the contextual loss is to 

surpass the use of concrete positions of occluded regions. 

Despite the advances in inpainting corrupted handwriting characters based on unsu-

pervised GAN, there are some problems remain unsolved.  

For example, existing methods utilize masks to localize the occluded positions and the 

CNNs-based methods use also the masks to guide the training process. Here, the main 

drawback is the difficulty of annotation and the time-consuming.    

CNNs-based methods utilize the local features of occluded areas to inpaint handwrit-

ing images. However, if the occluded regions increase the CNNs might get small 

receptive fields, producing blurry images.    

The question here is how to locate the occluded regions automatically, how we use 

more information from realistic areas of handwriting images and inpaint the images 

with large corrupted parts to finally produce more realistic results? 

Otherwise, GANs-based methods consider the distribution of handwriting characters 

to inpaint them. This process can cause other problems: the GAN can produce some 

fake handwriting characters, where, it just generates images as handwriting forms 

which are not a truth category of character. 

In this context, the authors in [9], used an end-to-end model composed by the GAN 

with attention mechanism, cyclic loss, a VGG-19 as perceptual loss and adversarial 

classification loss. They generated more realistic handwritten Chinese characters and 

evaluated the obtained results by applying the recognition system GoogleNet. 

Attention model can capture global and local dependencies [32,26,8,27], and estimate 

the response at a specific position in a sequence paying attention to all positions with-

in the sequence.  

However, it is difficult to obtain dynamic features from the inpainted characters and 

the recognition will be reduced, thus, it will be a hard task and sometimes leads to 

lowest performance.  

To remedy these problems to an extent, we exploit Online Handwriting Recovery 

(OHR) to denoise the occluded offline handwriting. Thus, we have recovered not only 

significant writing, but also its online counterpart with dynamic features. 

In fact, OHR [32, 10, 30, 12] is an interesting enabling process to empower various 

high-value applications, such as handwriting recognition, signature verification, writer 

identification and also can solve the problem of handwriting denoising. 

Compared with traditional handwriting denoising issue, OHR is a more challenging 

handwriting inpainting task. 

The authors in [32] proposed to use attention mechanism , where the CNN-GRU is 

used as encoder and a BGRU with attention is used as decoder to recover the temporal 

order with velocity directly. The results on multi-lingual datasets outperformed tradi-

tional systems significantly. In addition, attention mechanism can force the frame-

work to focus on semantic handwriting features. 

Previous works propose that  simple attention cannot raise local dependencies [25, 

26]. To overcome this issue and inspired by vision transformers [26], we use a Multi-

head attention that gives greater strength to encode nuances for each character. 

The main contributions of this work are presented below: 
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 We began by investigating a novel recovery framework based on Temporal Order 

with Multi-head Attention Network and stacked-LSTM decoder (TO-MultiNet) of 

transformer to inpaint the corrupted handwriting. 

 This TO-MultiNet framework is able to reconstruct the temporal order and the pen 

velocity of  multilingual offline handwriting character. 

 A set of random corruptions are added onto the realistic handwriting to produce a 

series of occluded samples used as the input of the trained model TO-MultiNet. 

 We inpaint occluded handwriting with large corrupted regions effectively and pro-

duce more truth images. For the first time in the field of occluded handwriting 

inpainting, we obtain the effective image and its counterpart online characterized 

by dynamic features such as the temporal order and the pen velocity, which can 

improve the recognition rate. The evaluation is based on a new offline/online 

recognition system based on the Beta-GRU model. 

 We combine two challenging issues which are: a) The inpainting of corrupted 

handwriting based on a transformer's TO-MultiNet trained for OHR. b) The Beta-

GRU model for online handwriting recognition. Consequently, we obtain a novel 

recognition framework for occluded multilingual offline handwriting. 

The second section presents the general framework architecture of the study. Section 

3 analyses and discusses the obtained results. Finally, the last section presents the 

conclusion. 

2 Inpainting realistic character via TO-MultiNet 

Inspired from the success of transformer, we choose to design a specific model to 

improve Attention-based encoder-decoder model for Online Handwriting Recovery 

(OHR). Thus, we propose to use multi-head attention and stacked-LSTM decoder. 

we investigate handwriting denoising on occluded handwriting characters and digits 

using transfer learning. Since the goal of OHR is to convert the offline handwriting to 

its corresponding online signal, it can be formulated as an image-to-sequence issue 

and implemented by the encoder-decoder with attention model [12, 32]. 

 

In this paper, we introduce a novel recovery-denoising framework named Temporal 

Order with Multi-head Attention Network (TO-MultiNet) to recover the online signal 

from its corresponding offline handwriting, then, to inpaint the corrupted handwriting. 

So, the input is offline handwriting character and the output will be the online signal. 

Here, we use the corrupted character as input to the obtained TO-MultiNet model. 

The flowchart of our proposed framework is shown in Fig. 1. 
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Fig. 1. The flowchart of the proposed framework 

2.1 TO-MultiNet Model  for OHR 

Given an input handwriting character image (64*64), let F ∈ RD×H×W  indicates the ex-

tracted feature maps from CNN, where H, W and D denote height, width and channel 

number, respectively. These features can be observed as a sequence of feature vector  

f = {f1, f2,..., fN}, where fi ∈ RD and N = H × W. Let p = {p1, p2, ・ ・ ・ , pi } represents the 

target output, where pi  indicates the last point corresponding to <xi,yi> coordinate.  

As depicted in Fig. 2, this baseline framework employs two LSTM layers and a mutli-

head attention which work as follows: 

ℎ𝑡
1 = 𝐿𝑆𝑇𝑀1 ([𝑦′

𝑡−1; 
ℎ𝑡−1

2 ] ;  ℎ𝑡−1
1 ) (1) 

𝑐𝑡 = 𝐴𝑡𝑡(ℎ𝑡
1, 𝑓) (2) 

ℎ𝑡
2 = 𝐿𝑆𝑇𝑀2(𝑐𝑡; ℎ𝑡−1

2 ) (3) 

For single head attention, the first LSTM layer needs to use the previous 𝑦′
𝑡−1; 

, the 

output of the second LSTM ℎ𝑡−1
2  and its previous hidden state ℎ𝑡−1

1 . Where 𝑦′
𝑡−1 
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Fig. 2. The proposed architecture 

denotes a trainable data of 𝑦𝑡−1 . The first LSTM layer generates  ℎ𝑡
1  ∈  RdLSTM  which 

represents the query (Q) of the attention mechanism. The sequence of features f works 

as key (K) and value (V). Then the attention mechanism outputs the context vector 

noted by 𝑐𝑡  ∈ Rout. The second LSTM layer utilizes the context vector as input and 

generates ℎ𝑡
2 ∈ RdLSTM. The context vector is calculated as the following equation : 

 

et,i=𝐴𝑙𝑖𝑔𝑛(ℎ𝑡−1
1  , fi )=ℎ𝑡−1

1 ⊙ f'i (4) 

𝛼 t,i=
exp ( et,i )

∑ exp ( et,l )N
l=1

 (5) 

𝑐𝑡=∑ 𝛼𝑡,𝑖𝑓𝑖
𝑁
𝑖=1  (6) 
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formula (4) calculates the align value between the image feature vector fi and the 

hidden state of the first LSTM layer ℎ𝑡
1 which represents the query (Q). Equation (5) is 

the attention weights that designate the importance of the key value fi at time step 

i to produce the value (V) at time step t. The softmax function normalizes the vec-

tor ei as attention mask. Formula (6) presents the final context 𝑐𝑡.  

Online Handwriting Recovery need to generate complex temporal output sequence 

including the pen order and the other temporal information taking into account a set 

of pixels that represent the offline handwriting. MHA is able to predict this type of 

complex signal specially when different attention heads combine and capture different 

context feature. With multi-head attention, different attention heads capture different 

feature successfully. 

Compared with simple attention, MHA utilizes M attention heads that are independ-

ent and run in parallel. As shown in the right of Fig. 2.  

The main objective of Scaled dot-product attention (SDPA) is to select the most sig-

nificant information from the input sequence for such target sequence.  

The output of the latter algorithm is presented in Equation 7. 

𝑓𝑆𝐷𝑃𝐴 (𝑄, 𝐾, 𝑉) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉 

(7) 

where dk is the dimension of keys and queries. The dot products of the query Q 

with all keys KT is computed, and divide each one by √𝑑𝑘 and use the softmax 

operation to get the best weights on the values.  

 

To use MHA in the context of OHR, we basically replace simple attention in Eq. 

(3) with MHA as the equation bellow: 

𝑐𝑡 = 𝑀𝑢𝑙𝑡𝑖 − ℎ𝑒𝑎𝑑 (ℎ𝑡
1, 𝑓) (8) 

For each attention head there are different linear transformations for the known Query 

(Q), Key (K) and Value (V). The trainable parameters W for each linear projection of 

Q, K and V are different. 

For each M time, the scaled dot-products of attention output are concatenated. The 

obtained value after a linear transformation is used as MHA output. Thus, the final 

attention output is a concatenation between the output context vectors, as shown in 

the following formula: 

Headm=𝐴𝑡𝑡(𝑄𝑊𝑚
𝑄  , 𝐾𝑊𝑚

𝐾 , 𝑉𝑊𝑚
𝑉 ) (9) 

Multi-head (𝑄,K,V)=𝐶𝑜𝑛𝑐𝑎𝑡(𝐻𝑒𝑎𝑑𝑚 ,… , 𝐻𝑒𝑎𝑑𝑀)W1  (10) 

where M is the number of different stacked LSTM-decoder blocks. 

In stacked LSTM-decoder, the output of the first LSTM-decoder block is utilized as a 

query for the second LSTM-decoder block. Stacked LSTM-decoder increases the 

framework efficiency and can realize good result than a single LSTM-layer decoder. 
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For OHR, we choose this model insight and propose a novel decoder using stacked 

LSTM-decoder with MHA. the main function is as follow: 

ℎ𝑡
1 = 𝐿𝑆𝑇𝑀1 ([𝑦′

𝑡−1; 
ℎ𝑡−1

𝑀 ] ; ℎ𝑡−1
1 ) (11) 

{
𝑐𝑡

𝑚 = 𝑀𝑢𝑙𝑡𝑖 − ℎ𝑒𝑎𝑑 (ℎ𝑡
𝑚−1, 𝑓)

ℎ𝑡
𝑚 = 𝐿𝑆𝑇𝑀𝑚(𝑐𝑡

𝑚; ℎ𝑡−1
𝑚 )

    for 1 ≤ m ≤ M, 
(12) 

The stacked decoder generates a probability distribution of two outputs <x,y> 

coordinates.  

To calculate the point coordinates probability, the context vector ct, the output of 

the second LSTM h2 and the previous predicted point yt-1 are concatenated togeth-

er and used as input to a simple MLP network. The generated 50 point coordi-

nates are updated using the loss L1 as follow: 

    

L1=
1

𝑖
∑ |𝑃(𝑡) − 𝑃′(𝑡)|𝑖

𝑡=1  (13) 

where i is the number of points, P'= [<x'1,y'1>,...,<x'i,y'i>] presents the target se-

quence and P denotes the predicted output sequence. 

In the test step, given the corrupted handwriting image as input to the trained model, 

the proposed framework produces a sequence of points corresponding to human-like 

writing. 

 

2.2 Transfer learning for inpainting corrupted handwriting 

The main idea of existing image inpainting methods is to get the probability density 

function of different images and then change the problem of treating lost pixels to the 

problem to find the most likelihood function. In general, it is difficult to procure the 

best likelihood function from image pixels, that encouraged researchers to utilize 

GAN to produce new samples from an unknown data distribution, then find sample 

pixel values to reconstruct corrupted characters. 

In the sequence-to-sequence with attention mechanism for OHR [32], given an image 

I, the first step is to extract the corresponding features by an encoder. Then, produce 

the point coordinates in a step-by-step mode by a decoder model and attention mech-

anism collects appropriate features.  

we introduce a novel system that use the transfer learning of our proposed recovery 

framework named TO-MultiNet described in the previous section. 

Transfer learning is to re-use the training data to generate the online handwriting sig-

nal from its counterpart occluded one. 

TO-MultiNet framework has been trained on online handwriting recovery from of-

fline handwriting.  

After obtaining a trained deep learning model, we transfer the online recovery learn-

ing to the inpainting of occluded handwriting. 
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Here, just the input is changed from original offline handwriting to an occluded im-

age. Then, passed it (as test step) to the learned model to finally generate its counter-

part online one. For more clarification, Fig. 2 depicts an example of the occluded 

Arabic letter "ain" which used as input to the OHR model and the online signal is 

generated effectively corresponding to the realistic character. As shown in the right of 

figure 2 our novel framework can generate both online and offline handwriting. Thus, 

from occluded handwriting we can obtain the dynamic feature from the reconstructed 

character. 

2.3 Recognizing Reconstructed chars via Beta-GRU 

The evaluation of the inpainting process is done based on the recognition step. Origi-

nally, the recognition systems used the preprocessing, the feature extraction and final-

ly the classification step to recognize the character handwriting. 

Existing works are based on hidden markov model (HMM) [19], support vector ma-

chines (SVM) [18], and etc. 

In fact, traditional machine learning algorithms have reached a bottleneck in hand-

writing recognition, in addition, the training is more complicated.  

With the success achieved by Deep Learning (DL) models, the solution to handwrit-

ing recognition has been changed from hand-crafted approaches to CNN [20], LSTM 

[27] models.  

In this work, we extract beta elliptical parameters [7] from the reconstructed online 

signal, since it has demonstrated a great success, particularly in recognition tasks [27, 

7]. Each stroke of word is limited by a rectangle regrouping a sequence of points. The 

major characteristics used for the classification are as follow: 

 The position of reference points: terminal points and crossing points, 

which are detected based on the variation of pen velocity. 

 The form of trajectory: the deviation of angles is calculated based on the 

elliptical arc located in each reference point. 

 The measure of Curve deviation: in such cases, there are analoguous 

strokes that we can differentiate over them utilising the measure of Curve 

deviation based on the angle. 

To achieve a good recognition rate, GRU with three layers is employed and each layer 

has 512 units. As shown in the right of figure 2. 

3 Experiments 

3.1 Datasets 

We validate our framework using Arabic, Latin and Indian scripts. We specifically 

employ the dual on/off IRONOFF dataset [28] for Latin data. We use the isolated 

lower and capital letters, and numeric data that have been divided into 26 and 10 cat-

egories, respectively. 

We use the dual on/off Dhad [30] dataset for Arabic script. It has 389 handwritten 

classes created by 40 Tunisian scriptors. Where 28 for single characters. For Indian 
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script, we utilize Telugu1 dataset which contains 116 characters with 500 samples 

per character. 

Due to the small size of the various datasets, we increased the number of samples 

applying a data augmentation method [31]. This approach is used on the online script. 

We transform the augmented scripts into their offline handwriting counterparts. The 

image skeleton is created by concatenating the pen points. The training, testing, and 

validation samples are listed in Table 1. 

Table 1.  Details of datasets 

Scripts Training Test-

ing  

Validation 

Dhad Chars 70,000 20,000 10,000 

IRONOFF Chars 56,000 17,800 10,200 

IRONOFF Digits 70,000 20,000 10,000 

Telugu 58,000 17,400 11,600 

 

On each data script, we added a black/white rectangular block randomly with the area 

scale of 5%, 15% and 25% of the original handwriting, respectively. Figure 3a-d de-

picts different examples of the original data and its occluded counterpart with differ-

ent noise block. Fig. 3.a shows the original data, Fig. 3.b-d show various occluded 

characters with round noise, rectangular noise and removed pixels, respectively. 

The recovery framework was implemented utilizing the GPU-accelerated GeForce 

GT 650M and the Tensorflow library. The Adam Stochastic trainer algorithm is used. 

The learning rate is 0.0001 and the batch size is 32. We used training data at random 

inside each of the 400 iterations. The implementation took 16 hours to complete the 

recovery process. Utilizing Matlab, the Beta-GRU recognition system is constructed. 

The network is tested by the generated signal and trained using the online data. The 

training process took one hour. GRU is trained in the recognition experiments by 

reducing the Softmax loss. The settings are updated using the Adam algorithm. The 

learning rate is set at 0.0002 per second. After 100 epochs, the training process is 

terminated. We use ten features of Beta. 

3.2 Visual results of inpainting via TO-MultiNet 

Based on 50 test samples from each dataset, the visual inpainting results on a variety 

of test images are shown in Fig. 4 and 5. Those figures show that, regardless of how 

many pixels are missing from the character, inpainting works well when there is a 

small or moderately sized occluded block. Even while the results can sometimes be 

rather disorganized and the corrupted sections are larger, we can still differentiate 

which letters can be, and the key details can sometimes be inpainted to some extent. 

                                                        
1http://lipitk.sourceforge.net/datasets/teluguchardata.htm 
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(a) 

Original 
 (b) round noise  (c ) rectangular noise  

(d)  

remove 

pixels 

Fig. 3. Truth offline handwriting and its occluded with different noise block 

With intent to compare our results with the model [32], we use the same occluding 

region. Thus, for an occluding region of a particular type, the inpainting results for the 

various occluded zones of a specific character change. For example, in Fig. 4, when 

recovering the Arabic letter “sad” with the model [32], the output is the Arabic letter 

“lam”. In addition, in Fig. 5, when reconstructing the Latin letter "b" with the model 

[32], the output is another character "f". This problem is due to the use of a simple 

attention head. However, Thanks to the multi-head attention, our model is able to 

reconstruct the same letter but can exist in the training dataset.  
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Fig. 4. The inpainting results of rectangular noise on Arabic characters and digit 
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Fig. 5. The inpainting results of round noise for Latin and Arabic scripts 
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Fig. 6. The inpainting results of different type of noise for the Arabic character "ain". (a) the 
online denoising results with our proposed model, (b) our reconstructed offline 
generated from the online inpainted handwriting, and (c) the denoising results with [33] 
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Fig. 7. The inpainting results of pixel removal for Indian script. 

Authors in [33] utilize low-rank minimization to reconstruct corrupted photos. To 

evaluate its performance,  we use the code from [33]. However, in comparison to our 

suggested model, the model of [33] is not strong enough. For example, the black zone 

of noise maintains the same but becomes a little blurry when we recover the Arabic 

letter "ain , as shown in Fig. 6. 

In fact, the limitation of our suggested framework is that it only produces another 

learnt character when our model is unable to inpaint accurate data, which might be a 

benefit over other work [33-8] that creates new forms that are not comparable to hu-

man writing. Figure 7 depicts a failed attempt to rebuild Indian letter, but those failed 

results are a realistic Indian characters. 

3.3 Recognition results via Beta-GRU 

We vise to prove whether the proposed framework TO-MultiNet can support the ef-

fectiveness of inpainting occluded offline handwriting. Precisely, we compare five 

models: (1) GA [19] system is the heuristic recovery method based on the skeleton 

extraction and Genetic Algorithm; (2) S2S-BLSTM [12] system is a sequence-to-

sequence with BLSTM model without attention. (3) Att-BGRU [32] system is an 

End-To-End framework based on traditional Deep Learning models GRU with atten-

tion mechanism. (4) S2S-CBGRU system is a sequence-to-sequence based on CNN 

and BGRU as encoder and decoder without attention mechanism, which is inspired 

from [32]. (5). TO-MultiNet framework is detailed in section 2.1.  

All the experimental results are presented in Table 2. From this Table, the recogni-

tion rate achieved by our framework, regardless of the database, is higher than other 

methods.  

The lower recognition rates realized by the heuristic method GA [19] are due to their 

system's sensitivity to noise recovering the incorrect order. 

The model S2S-BLSTM [12] achieves inferior results (89.3%) when recovering the 

digit, due to the absence of a simple attention layer between the encoder and the de-

coder which recover, in some cases, the incorrect letter. 
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The Deep Learning system [32] applies the End-To-End concept the most closely to 

our framework. The degree of their precision  (94.2%) is comparable to our rate on 

Dhad (94.8%). However, using simple attention head rather than multi-head attention 

of transformers may be a valid rationale to achieve an effective outcome. 

These studies demonstrate the superiority of our suggested method when inpainting 

the corrupted handwriting over the recovery models [32] and the image inpainting 

method [33] in terms of point order recovery as well as time and even efficiency. 

Table 2 A comparison of the recognition rate of our framework TO-MultiNet with other base-

line frameworks on four datasets 

Models IRONOFF IRONOFF 

digits 

Dhad Telugu 

GA [19] 46.4  63.1  31.1  52.6  
S2S-BLSTM [12] 89.1  89.3  90.4  89.7  
Att-BGRU [32] 91.1  92.5  94.2  90.3  

S2S-CBGRU 90.2  90.1  90.5  89.8  

Att-BGRU(Ours) 91.9  93.0  94.8  92.2  

Conclusion 

This study initially suggests a TOP-MultiNet-based architecture for inpainting offline, 

handwritten characters that have been occluded. The inpainting process contains two 

main components which are: (a) The online handwriting recovery integrating the tem-

poral order and the pen velocity. This process is utilized to train the network to gener-

ate an effective online signal from its counterpart occluded offline. (b) The study also 

suggests to use Beta-GRU model to recognize the inpainted characters. The employ-

ment of beta elliptic features and the dynamic characteristics can improve the recogni-

tion rate.  

Previous research literature has never explored the proposed technique for recogniz-

ing occluded Multi-lingual offline handwriting. And a number of tests confirm the 

efficiency of our framework. Because we extract, for the first time, the dynamic fea-

tures from occluded handwriting. The suggested idea cannot be applied with tradi-

tional recovery systems which are based on skeleton and contour extraction. 

The following issue need to be taken into account for future work: inpaint original 

characters and words using the suggested method when their larger zones are corrupt-

ed. To better resolve this challenging issue, we will improve the architecture and use 

another deep learning models. 
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