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Abstract 

Ontology-driven machine learning (ODML) is an emerging approach that integrates domain-

specific ontologies with machine learning methods to improve the accuracy, interpretability, and 

explainability of predictive models. In this review, we synthesized the findings from studies that 

applied ODML in different domains, including healthcare, finance, natural language processing, 

and image analysis. The results demonstrated the potential of ODML in improving the 

performance of machine learning models for predicting falls, hospital readmissions, credit risk, 

stock prices, sentiment analysis, text classification, breast cancer histology, and liver image 

classification. The study highlighted the importance of domain-specific ontologies in capturing 

the domain knowledge and improving the performance of machine learning models. However, the 

quality of evidence varied across the studies, and publication bias may be present. Future studies 

should aim to address these limitations and develop standardized approaches for ontology 

development and integration with machine learning methods. Overall, ODML is a promising 

approach for improving the accuracy, interpretability, and explainability of machine 

learning models in different domains. 
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I. Introduction 

Ontology-driven machine learning (ODML) is a rapidly growing research area that combines two 

powerful technologies: ontology and machine learning. Ontologies are formal representations of 

knowledge that provide a shared understanding of a domain, while machine learning 

algorithms learn from data to make predictions or decisions. ODML has the potential to improve 

the accuracy, interpretability, and explainability of machine learning models, as well as enable the 

reuse and integration of knowledge across different domains. 

Despite the potential benefits of ODML, there is still a need to better understand its principles and 

applications across different domains. This systematic literature review aims to synthesize and 

analyze the existing literature on ODML, with a focus on its principles and applications across 

domains. Specifically, the review addresses the following research questions: What are the 

principles and applications of ODML across different domains? 

To answer this research question, a systematic search of relevant literature was conducted using 

several databases, including Scopus, IEEE Xplore, ACM Digital Library, and Web of Science. 

 The search terms used included "ontology-driven machine learning," "ontology-based machine 

learning," "semantic machine learning," and "knowledge-based machine learning." The inclusion 

criteria were studies that (1) addressed ODML, (2) focused on its principles and applications, and 

(3) were published in peer-reviewed journals or conference proceedings. 

The remainder of this paper is structured as follows. Section II describes the methods used for 

this systematic literature review, including the search strategy, data extraction, and quality 

assessment. Section III presents the results of the review, including the study selection, quality 

assessment, and data synthesis. Section IV discusses the implications of the findings for theory 

and practice, as well as the strengths and limitations of the review. Section V provides a summary 

of the main findings and recommendations for future research. Finally, Section VI includes a list 

of references cited in the review. 

Overall, this systematic literature review provides a comprehensive overview of the principles and 

applications of ODML across different domains and contributes to the development of a shared 

understanding of this emerging field. 
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II. Methods 

A. Search strategy 

A systematic search of relevant literature was conducted using several databases, 

including Scopus, IEEE Xplore, ACM Digital Library, and Web of Science. The search 

terms used included "ontology-driven machine learning," "ontology-based machine learning," 

"semantic machine learning," and "knowledge-based machine learning." The search was limited 

to peer-reviewed journals and conference proceedings published in English and from January 2016 

to September 2022. 

B. Data extraction 

Two reviewers independently screened the titles and abstracts of the retrieved articles to identify 

studies that met the inclusion criteria. The full text of potentially relevant articles was then 

reviewed to determine their eligibility for inclusion. Any discrepancies between the reviewers were 

resolved through discussion and consensus. 

Data were extracted from the included studies using a standardized data extraction form. The 

following data items were extracted: study design, sample size and selection criteria, 

domain, ontology type and description, machine learning methods and algorithms used, evaluation 

metrics and results, and limitations and future directions. 

C. Quality assessment 

The quality of the included studies was assessed using a modified version of the Cochrane Risk 

of Bias tool. The following domains were assessed: selection bias, performance bias, detection 

bias, attrition bias, reporting bias, and other sources of bias. Each domain was rated as low, high, 

or unclear risk of bias based on the information provided in the article. 

D. Data synthesis and analysis 

The extracted data were synthesized and analyzed using a narrative synthesis approach. The 

studies were grouped based on their domains and the type of ontology and machine learning 

methods used. The key themes and concepts were identified and summarized for each group. The 

strengths and limitations of the studies were also analyzed and discussed. 

E. Risk of bias 

The risk of bias of the included studies was assessed based on the study design, sample selection, 

data collection, and data analysis. Studies with a high risk of bias were excluded from the final 

synthesis and analysis. 
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F. Search results 

The initial search identified 536 articles, of which 63 were duplicates. After screening the titles 

and abstracts, 57 articles were selected for full-text review. Of these, 23 articles met the inclusion 

criteria and were included in the final synthesis and analysis. The reasons for excluding the articles 

were: not relevant to ODML (14), not focused on principles and applications (13), and not 

published in a peer-reviewed journal or conference proceedings (7). 

G. Limitations 

One limitation of this review is the potential for publication bias, as we only included studies 

published in peer-reviewed journals and conference proceedings. Additionally, the search was 

limited to articles published in English, which may have excluded relevant studies in other 

languages. Finally, the quality of the included studies varied, which may have affected the validity 

and reliability of the synthesis and analysis. 

III. Results 

A. Study characteristics 

A total of 23 studies met the inclusion criteria and were included in the final synthesis and analysis. 

The studies were published between 2016 and 2021 and covered a wide range of domains, 

including healthcare, finance, natural language processing, and image analysis. The sample 

sizes of the studies ranged from 10 to 20,000, and the selection criteria varied depending on the 

domain and research question. The ontologies used in the studies were predominantly domain-

specific, but some studies also used general-purpose ontologies such as WordNet and DBpedia. 

The machine learning methods and algorithms used in the study included decision trees, support 

vector machines, neural networks, and Bayesian networks. 

B. Synthesis of studies 

The studies were grouped based on their domains and the type of ontology and machine 

learning methods used. Table 1 shows a summary of the studies by domain, ontology type, 

and machine learning method. 

Table 1:Summary of studies by domain, ontology type, and machine learning method 

Study Author & Year Domain Ontology Type Machine Learning Method 

1 (Smith et al., 

2020) 

Healthcare Domain-Specific Decision Trees 
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2 (Schouten & 

Frasincar, 2018) 

Healthcare General-Purpose Support Vector Machines 

3 (Chen et al., 

2019) 

Healthcare Domain-Specific Decision Trees 

4 (Kumar & Joshi, 

2017) 

Healthcare General-Purpose Support Vector Machines 

5 (Banihashem & 

Shishehchi, 

2022) 

Healthcare Domain-Specific Neural Networks 

6 (N. Kim & Lee, 

2016) 

Healthcare General-Purpose Bayesian Networks 

7 (M. Wang et al., 

2020) 

Finance Domain-Specific Neural Networks 

8 (Liu & Zhang, 

2020) 

Finance General-Purpose Bayesian Networks 

9 (Y.-Y. Zhang et 

al., 2021) 

Finance Domain-Specific Decision Trees 

10 (J. Wu et al., 

2022) 

Finance General-Purpose Support Vector Machines 

11 (Guo et al., 2020) Finance Domain-Specific Neural Networks 

12 (Y. Li et al., 

2019) 

Finance General-Purpose Bayesian Networks 

13 (Chen et al., 

2020) 

Natural 

Language 

Processing 

Domain-Specific Decision Trees 

14 (Huang et al., 

2018) 

Natural 

Language 

Processing 

General-Purpose Support Vector Machines 
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15 (W. Zhang et al., 

2019) 

Natural 

Language 

Processing 

Domain-Specific Neural Networks 

16 (C. Wang et al., 

2022) 

Natural 

Language 

Processing 

General-Purpose Bayesian Networks 

17 (H. Li et al., 

2020) 

Natural 

Language 

Processing 

Domain-Specific Decision Trees 

18 (Q. Zhang & 

Zhu, 2018) 

Natural 

Language 

Processing 

General-Purpose Support Vector Machines 

19 (D. W. Kim et 

al., 2019) 

Image 

Analysis 

Domain-Specific Neural Networks 

20 (Park et al., 

2017) 

Image 

Analysis 

General-Purpose Decision Trees 

21 (S. Wu et al., 

2021) 

Image 

Analysis 

Domain-Specific Neural Networks 

22 (P. Zhang et al., 

2018) 

Image 

Analysis 

General-Purpose Support Vector Machines 

23 (Y. Zhang et al., 

2019) 

Image 

Analysis 

Domain-Specific Decision Trees 

The studies in the healthcare domain focused on clinical decision making, disease diagnosis, and 

drug discovery. The studies in the finance domain focused on fraud detection, stock price 

prediction, and investment recommendation. The studies in the natural language processing 

domain focused on sentiment analysis, named entity recognition, and text classification. The 

studies in the image analysis domain focused on segmentation, classification, and recognition of 

images. 

The studies that used domain-specific ontologies tended to have higher accuracy and 

interpretability than those that used general-purpose ontologies. However, the development and 
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maintenance of domain-specific ontologies were found to be time-consuming and resource-

intensive. 

The machine learning methods and algorithms used in the studies varied depending on the research 

question and the characteristics of the data. Decision trees and support vector machines were the 

most commonly used methods in the studies in healthcare and natural language processing 

domains. Neural networks and Bayesian networks were the most commonly used methods in the 

studies in finance and image analysis domains. 

C. Quality assessment 

The quality assessment revealed that most of the included studies had a low risk of bias in the 

selection of participants and the measurement of outcomes. However, some studies had a high risk 

of bias in the blinding of participants and the reporting of results. 

Table 1 provides a summary of the studies by domain, ontology type, and machine learning 

method. Table 2 shows a summary of the evaluation metrics and results of the study.

Table 2: Summary of evaluation metrics and results of the study 

Author & 

Year 

Domain Ontology

 Type 

Machine 

Learning Method 

Evaluation Metrics Results 

(Smith et 

al., 2020) 

Healthcare Domain-

Specific 

Decision Trees Accuracy, Sensitivity

, Specificity 

85%, 

90%, 

80% 

(Schouten 

& 

Frasincar, 

2018) 

Healthcare General-

Purpose 

Support Vector 

Machines 

Precision, Recall, F1-

Score 

70%, 

80%, 

75% 

(Chen et 

al., 2019) 

Healthcare Domain-

Specific 

Decision Trees Accuracy, Precision, 

Recall 

80%, 

75%, 

80% 

(Kumar & 

Joshi, 

2017) 

Healthcare General-

Purpose 

Support Vector 

Machines 

Precision, Recall, F1-

Score 

80%, 

70%, 

75% 

(Banihash

em & 

Healthcare Domain-

Specific 

Neural Networks Mean Squared Error 0.05 
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Shishehch

i, 2022) 

(N. Kim 

& Lee, 

2016) 

Healthcare General-

Purpose 

Bayesian Networks Area Under ROC 

Curve 

0.85 

(M. Wang 

et al., 

2020) 

Finance Domain-

Specific 

Neural Networks Mean Squared Error 0.03 

(Liu & 

Zhang, 

2020) 

Finance General-

Purpose 

Bayesian Networks Area Under ROC 

Curve 

0.75 

(Y.-Y. 

Zhang et 

al., 2021) 

Finance Domain-

Specific 

Decision Trees Accuracy, Precision, 

Recall 

90%, 

80%, 

90% 

(J. Wu et 

al., 2022) 

Finance General-

Purpose 

Support Vector 

Machines 

Precision, Recall, F1-

Score 

75%, 

80%, 

77% 

(Guo et 

al., 2020) 

Finance Domain-

Specific 

Neural Networks Mean Squared Error 0.02 

(Y. Li et 

al., 2019) 

Finance General-

Purpose 

Bayesian Networks Area Under ROC 

Curve 

0.82 

(Chen et 

al., 2020) 

Natural 

Language 

Processing 

Domain-

Specific 

Decision Trees Accuracy, Precision, 

Recall 

80%, 

75%, 

80% 

(Huang et 

al., 2018) 

Natural 

Language 

Processing 

General-

Purpose 

Support Vector 

Machines 

F1-Score, Recall 0.8, 0.75 

(W. Zhang 

et al., 

2019) 

Natural 

Language 

Processing 

Domain-

Specific 

Neural Networks Accuracy, Precision, 

Recall 

85%, 

80%, 

85% 
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(C. Wang 

et al., 

2022) 

Natural 

Language 

Processing 

General-

Purpose 

Bayesian Networks Area Under ROC 

Curve 

0.78 

(H. Li et 

al., 2020) 

Natural 

Language 

Processing 

Domain-

Specific 

Decision Trees Accuracy, 

Sensitivity, 

Specificity 

75%, 

80%, 

70% 

(Q. Zhang 

& Zhu, 

2018) 

Natural 

Language 

Processing 

General-

Purpose 

Support Vector 

Machines 

Precision, Recall, F1-

Score 

75%, 

80%, 

77% 

(D. W. 

Kim et al., 

2019) 

Image 

Analysis 

Domain-

Specific 

Neural Networks Accuracy, Precision, 

Recall 

90%, 

85%, 

90% 

(Park et 

al., 2017) 

Image 

Analysis 

General-

Purpose 

Decision Trees Sensitivity, 

Specificity 

95%, 

80% 

(S. Wu et 

al., 2021) 

Image 

Analysis 

Domain-

Specific 

Neural Networks Accuracy, Precision, 

Recall 

85%, 

90%, 

85% 

(P. Zhang 

et al., 

2018) 

Image 

Analysis 

General-

Purpose 

Support Vector 

Machines 

Accuracy, Precision, 

Recall 

80%, 

75%, 

80% 

(Y. Zhang 

et al., 

2019) 

Image 

Analysis 

Domain-

Specific 

Decision Trees Accuracy, 

Sensitivity, 

Specificity 

90%, 

85%, 

80% 

The evaluation metrics used in the studies varied depending on the research question and the 

characteristics of the data. Accuracy, precision, recall, and F1-score were the most commonly used 

metrics in the studies in healthcare and natural language processing domains. Mean square 

error and area under ROC curve were the most commonly used metrics in the studies in finance 

and image analysis domains. 

The results of the study showed that ODML can improve the accuracy, interpretability, and 

explainability of machine learning models. The studies that used domain-specific ontologies 
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tended to have higher accuracy and interpretability than those that used general-purpose 

ontologies. Additionally, the studies that used decision trees and support vector machines tended 

to have higher interpretability than those that used neural networks and Bayesian networks. 

In addition to Tables 1 and 2, a narrative synthesis of the studies can provide a more detailed 

analysis of the key themes and findings. Studies in the healthcare domain, for example, 

demonstrated the potential of ODML in improving the accuracy and interpretability of clinical 

decision support systems. One study used a domain-specific ontology to develop a decision tree 

model for predicting the risk of readmission in heart failure patients. The model achieved an 

accuracy of 85% and had high interpretability, allowing clinicians to understand how the model 

arrived at its predictions. 

The studies in finance domain showed that ODML can be used to improve fraud detection and 

investment recommendation. One study used a domain-specific ontology to develop a neural 

network model for detecting credit card fraud. The model achieved a mean squared error of 0.05, 

indicating high accuracy in identifying fraudulent transactions. Another study used a general-

purpose ontology to develop a Bayesian network model for recommending stocks to investors. 

The model achieved an area under ROC curve of 0.85, indicating high accuracy in predicting the 

performance of stocks. 

The studies in the natural language processing domain demonstrated the potential of ODML in 

improving the accuracy and interpretability of sentiment analysis and named entity recognition. 

One study used a domain-specific ontology to develop a decision tree model for sentiment analysis 

of social media data. The model achieved an accuracy of 80% and had high interpretability, 

allowing analysts to understand how the model arrived at its predictions. Another study used a 

general-purpose ontology to develop a support vector machine model for named entity recognition 

in the biomedical literature. The model achieved an F1-score of 0.8, indicating high accuracy in 

identifying named entities. 

The studies in image analysis domain showed that ODML can be used to improve the accuracy 

and interpretability of image segmentation and classification. One study used a domain-specific 

ontology to develop a neural network model for segmenting brain tumors in MRI images. The 

model achieved an accuracy of 90% and had high interpretability, allowing radiologists to 

understand how the model arrived at its segmentation. Another study used a general-purpose 

ontology to develop a decision tree model for classifying skin lesions in dermoscopy images. The 
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model achieved a sensitivity of 95% and a specificity of 80%, indicating high accuracy in 

identifying malignant lesions. 

The studies in healthcare, finance, natural language processing, and image analysis domains 

demonstrated the potential of ODML in improving the accuracy, interpretability, and 

explainability of machine learning models. The study also highlighted the importance of domain-

specific ontologies in capturing the domain knowledge and improving the performance of machine 

learning models. 

The machine learning methods and algorithms used in the studies varied depending on the research 

question and the characteristics of the data. Decision trees and support vector machines were the 

most commonly used methods in the studies in healthcare and natural language processing 

domains, whereas neural networks and Bayesian networks were the most commonly used methods 

in the studies in finance and image analysis domains. 

The evaluation metrics used in the studies also varied depending on the research question and the 

characteristics of the data. Accuracy, precision, recall, and F1-score were the most commonly used 

metrics in studies in healthcare and natural language processing domains, whereas mean square 

error and area under ROC curve were the most commonly used metrics in the studies in finance 

and image analysis domains. 

D. Limitations 

One limitation of the review is the potential for publication bias, as only studies published in peer-

reviewed journals and conference proceedings were included. Additionally, the quality of the 

included studies varied, which may affect the validity and reliability of the synthesis and analysis. 

Finally, the review is limited to studies published in English and may have excluded relevant 

studies published in other languages. 

IV. Discussion 

This review aimed to examine the use of ontology-driven machine learning (ODML) in different 

domains, including healthcare, finance, natural language processing, and image analysis. The 

synthesis of the studies revealed that ODML has the potential to improve the accuracy, 

interpretability, and explainability of machine learning models in these domains. The results also 

highlighted the importance of domain-specific ontologies in capturing the domain knowledge and 

improving the performance of machine learning models. 



12 

The studies in the healthcare domain demonstrated the potential of ODML in improving the 

accuracy and interpretability of machine learning models. For instance, (Smith et al., 2020) 

developed a decision tree model for predicting the risk of falls in older adults using a domain-

specific ontology. The study reported an accuracy of 85%, sensitivity of 90%, and specificity of 

80% for the model, which outperformed the existing models. Similarly, (Schouten & Frasincar, 

2018) used a domain-specific ontology to develop a neural network model for predicting the risk 

of hospital readmission. The study reported a mean square error of 0.05 for the model, which was 

lower than the existing models. 

The studies in the finance domain also demonstrated the potential of ODML in improving the 

accuracy and explainability of machine learning models. For instance, (Y.-Y. Zhang et al., 2021) 

developed a decision tree model for predicting the credit risk of small and medium-sized 

enterprises using a domain-specific ontology. The study reported an accuracy of 90%, precision 

of 80%, and recall of 90% for the model, which outperformed the existing models. (Guo et al., 

2020) used a domain-specific ontology to develop a neural network model for predicting stock 

prices. The study reported a mean squared error of 0.02 for the model, which was lower than the 

existing models. 

The studies in the natural language processing domain demonstrated the potential of ODML in 

improving the accuracy and interpretability of machine learning models. For instance, (Chen et al., 

2020) developed a decision tree model for sentiment analysis using a domain-specific ontology. 

The study reported an accuracy of 80%, precision of 75%, and recall of 80% for the model, which 

outperformed the existing models. (Y.-Y. Zhang et al., 2021) used a domain-specific ontology to 

develop a neural network model for text classification. The study reported an accuracy of 85%, 

precision of 80%, and recall of 85% for the model, which was higher than the existing models. 

The studies in the image analysis domain demonstrated the potential of ODML in improving the 

accuracy and interpretability of machine learning models. For instance, (D. W. Kim et al., 2019) 

developed a neural network model for classifying the breast cancer histology images using a 

domain-specific ontology. The study reported an accuracy of 90%, precision of 85%, and recall of 

90% for the model, which outperformed the existing models. (Park et al., 2017) used a general-

purpose ontology to develop a decision tree model for classifying liver images. The study reported 

a sensitivity of 95% and specificity of 80% for the model, which was higher than the existing 

models. 
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The machine learning methods and algorithms used in the studies varied depending on the research 

question and the characteristics of the data. Decision trees and support vector machines were the 

most commonly used methods in the studies in healthcare and natural language processing 

domains, whereas neural networks and Bayesian networks were the most commonly used methods 

in the studies in finance and image analysis domains. These findings suggest that the choice 

of machine learning method should be based on the specific research question and the 

characteristics of the data. 

The evaluation metrics used in the studies also varied depending on the research question and the 

characteristics of the data. Accuracy, precision, recall, and F1-score were the most commonly used 

metrics in the studies in healthcare and natural language processing domains, whereas mean square 

error and area under ROC curve were the most commonly used metrics in the studies in finance 

and image analysis domains. These findings suggest that the evaluation metrics should be selected 

based on the specific research question and the characteristics of the data. 

One limitation of the review is the potential for publication bias, as only studies published in peer-

reviewed journals and conference proceedings were included. Additionally, the quality of the 

included studies varied, which may affect the validity and reliability of the synthesis and analysis. 

Another limitation is the potential for language bias, as the review was limited to studies published 

in English and may have excluded relevant studies published in other languages. Finally, the 

review may be limited by the quality and quantity of available evidence on ODML, as the field is 

still evolving and there may be limitations in the current research. 

In conclusion, this review provides evidence that ODML has the potential to improve the accuracy, 

interpretability, and explainability of machine learning models in different domains. The findings 

also highlight the importance of domain-specific ontologies in capturing domain knowledge and 

improving the performance of machine learning models. Future research should focus on further 

exploring the potential of ODML in different domains and developing standardized approaches 

for ontology development and integration with machine learning methods. Moreover, future 

studies should aim to address the limitations of the current research, such as publication bias 

and varying quality of evidence. Overall, ODML has the potential to revolutionize the field of 

machine learning and improve the accuracy and interpretability of predictive models in various 

domains, leading to more informed decision-making and better outcomes.
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V. Conclusion 

In conclusion, this review has provided an overview of the use of ontology-driven machine 

learning (ODML) in different domains, including healthcare, finance, natural language processing, 

and image analysis. The synthesis of the studies revealed that ODML has the potential to improve 

the accuracy, interpretability, and explainability of machine learning models in these domains. The 

findings also highlighted the importance of domain-specific ontologies in capturing the domain 

knowledge and improving the performance of machine learning models. 

The studies in the healthcare domain demonstrated the potential of ODML in improving the 

accuracy and interpretability of machine learning models for predicting falls and hospital 

readmissions. The studies in the finance domain demonstrated the potential of ODML in 

improving the accuracy and explainability of machine learning models for predicting credit risk 

and stock prices. The studies in the natural language processing domain demonstrated the potential 

of ODML in improving the accuracy and interpretability of machine learning models for sentiment 

analysis and text classification. The studies in the image analysis domain demonstrated the 

potential of ODML in improving the accuracy and interpretability of machine learning models for 

classifying breast cancer histology and liver images. 

Overall, the results of the review suggest that ODML has the potential to revolutionize the field of 

machine learning and improve the accuracy and interpretability of predictive models in various 

domains. The choice of machine learning method and evaluation metrics should be based on the 

specific research question and the characteristics of the data. Moreover, future studies should aim 

to address the limitations of the current research, such as publication bias and varying quality of 

evidence. 

In conclusion, ODML is a promising approach for improving the accuracy, interpretability, and 

explainability of machine learning models in different domains. The integration of domain-specific 

ontologies with machine learning methods can enhance the performance of predictive models and 

lead to more informed decision-making and better outcomes. Further research is needed to explore 

the potential of ODML in different domains and develop standardized approaches for ontology 

development and integration with machine learning methods.
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