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ABSTRACT

It is always important to find the eigenvalues and eigenvectors accurately since they provide vital
information to many engineering problems. Analytic solutions are advantageous over numerical
solutions because numerical solutions are accurate up to some order while analytic solutions are
exact. Again, the analytic solution of a polynomial of order greater than 3 is too complicated. In
this article, we show simple, optimized, fast and robust analytic ways to find the eigenvalues and
eigenvectors of symmetric matrices of order 3.

Keywords:
eigenvalues, eigenvectors, linear Algebra

Introduction

Physical systems can be expressed using sets of linear and nonlinear equations. In the linear or
linearized models we explain the system behavior with the help of eigenvalues and corresponding
eigenvectors. A majority of systems are be reduced to three dimensional space and can be modeled
using linear or linearized equations. In these linear equations the dependent and independent vec-
tors are coupled using a matrix called coupling matrix. This coupling matrix has different names
i.e. in the stress-strain relationship we call it compliance matrix. Again we also represent the stress
or strain on a body (see fig. 1) using a 3× 3 matrix and the eigenvalues of this matrix express the
principal stresses or strains and the eigenvectors express the directions of corresponding eigenval-
ues1. In the dynamical systems (linear or linearized) eigenvalues of the coupling matrix express
and characterize the fixed points of the system2. Eigenvalues and eigenvectors also provide impor-
tant information to many other problems like matrix diagonalization3, vibration analysis4, chemi-
cal reactions5, face recognition6, electrical networks7, Markov chain model8, atomic orbitals9 and
more.

Though analytical solutions are exact by nature but the general analytical methods for finding the
eigenvalues and eigenvectors are limited to the matrices of order 4 since there is no explicit analyti-
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Figure 1: (a)- General 3D body with different loads acting on its surface. (b)- Free body diagram
of (a). (c)- The stresses acting on the different faces of a cube of vanishing dimensions (dx, dy,
and dz tending to zero) representing a point in the body, also called a material point. (d) The stress
tensor.1

cal solution for a polynomial of order ≥ 5. Numerical methods works great to find the eigenvalues
and eigenvectors with a certain accuracy. There are a number of efficient numerical algorithms
available for finding the eigenvalues and eigenvectors. Some very popular algorithms are Power
iteration method10, Jacobi method11 and QR12. There are also very efficient publicly available
software packages for finding eigenvalues and eigenvectors i.e. LAPACK13, GSL the GNU sci-
entific library14, ARPACK15, Armadillo16, NumPy17, SciPy18 or Intel MKL19. These softwares
are optimized for larger matrices and using these softwares to find eigenvalues and eigenvectors of
a 3 × 3 symmetric matrices, the computational overheads becomes prominent. In this article we
propose an analytical routine to find the eigenvalues and eigenvectors efficiently in a robust way.
We explain the theories associated to each steps of our algorithm show a couple of examples and
present a flowchart of an implemented code.

Theory

We represent any 3x3 real valued symmetric matrix as,

[A] =

a11 a12 a13
a12 a22 a23
a13 a23 a33


For any matrix of rank n (maximal number of independent column or row of a matrix), there exists
n scalars λi for which eq. (1) is true where i = 1 · · ·n. In our case, n = 3 and matrix [A] is
symmetric i.e. Aij = Aji.

[A]~vi = λi~vi (1)

We call the scalar value λi as the i-th eigenvalue and the vector ~vi as the eigenvector associated to
λi of matrix [A]. Re-writing eq. (1) and taking the determinant, the eigenvalues of matrix [A] can
be found using eq. (2)

|A− λiI| = 0 (2)



where, |·| represents the determinant of any matrix. Equation (2) is also known as the characteristic
polynomial20 of matrix [A]. We know from elementary linear algebra, the eigenvalues of a real
symmetric matrix [A] are also real3. So we find all three real eigenvalues of 3x3 symmetric matrix
just solving the cubic characteristic polynomial. The characteristic equation for this matrix can be
obtained as,

λ3 − αλ2 − βλ− γ = 0 (3)

where,

α =a11 + a22 + a33 (4a)
β =a212 + a213 + a223 − a11a22 − a22a33 − a33a11 (4b)

γ =a11a22a33 + 2a12a23a13 − a11a223 − a212a33
− a213a22

(4c)

α and γ are the trace and the determinant of matrix A respectively. Alternatively, β can be written
as{
−
∣∣∣∣a11 a12
a12 a22

∣∣∣∣− ∣∣∣∣a11 a13
a13 a33

∣∣∣∣− ∣∣∣∣a22 a23
a23 a33

∣∣∣∣}. Again α, β and γ are also known as the invariants.

Because these quantities α, β and γ are unique to all the matrices having the same eigenvalues.
We solve the characteristic equation analytically1 as follows,
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In some cases, from the construction of matrix [A] we can instantly determine some eigenvalues.
For example, knowing λ1 and using the facts in eq. (7), we can derive the alternate eq. (8) to
determine the other two eigenvalues λ2 and λ3,

λ1 + λ2 + λ3 = α (7a)
λ1λ2λ3 = γ (7b)
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(8)

We also can find λ3 with knowledge of λ1 and λ2 using eqs. (7) and (9)

λ3 = α− λ1 − λ2 =
γ

λ1λ2
(9)

We can find the eigenvectors of matrix [A] for their corresponding eigenvalues re-writing eq. (1)
as eq. (10) as follows.

[A− λiI]~vi = ~0 (10)

Assume λi and ~vi are the eigenvalues and the eigenvectors of [A]. Let ~vi = {li,mi, ni}.

We write eq. (10) explicitly as follows,a11 − λi a12 a13
a12 a22 − λi a23
a13 a23 a33 − λi

 limi

ni

 = 0 (11)

Let, [B]i = [A]− λi[I] and write the simplified linear equations of eq. (11) as

bi11 + b12mi + b13ni = 0 (12a)

b12li + bi22mi + b23ni = 0 (12b)

b13li + b23mi + bi33ni = 0 (12c)

Since, the sub-equations in eq. (12) are not linearly independent from each other, we can not find
all the roots from the equations in eq. (12). So we need another condition and we consider that the
condition to be the fact that ~vi is a unit direction vector i.e.,

l2i +m2
i + n2

i = 1 (13)

In this study we find two eigenvectors solving equations (12) and (13) and the third eigenvector is
from the cross product of the found two.
As we mentioned earlier, in some cases we can find some eigenvalues of matrix [A] making log-
ical arguments. So to make our algorithm computationally efficient we specialized our analytical
algorithm for the different cases as follows. Moreover any analytic solution is inherently efficient
because it is a direct solution using substitution and thus requiring no iterations.

Case 1: Only diagonal elements are present in [A]
The eigenvalues of the diagonal matrix are the diagonal elements21 and the eigenvectors are simple
i.e. {{1, 0, 0}, {0, 1, 0}, {0, 0, 1}}.

Case 2: Generalized plane stress or plane strain
There can be three sub-cases,



• Case 2.1: If [A] =

a11 0 0
0 a22 a23
0 a23 a33


then, λ1 = a11 and the other two eigenvalues λ2 and λ3 can be found either from eq. (6) or
eq. (8) or alternatively using Mohr’s circle as below. The eigenvalues are,

λ1 = a11
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2
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2
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and the eigenvectors are,

{{1, 0, 0}, {0,− b23√
bi222 + b223

,
bi22√

bi222 + b223
},

{0,− bi22√
bi222 + b223

,− b23√
bi222 + b223

}}

• Case 2.2: If [A] =

a11 0 a13
0 a22 0
a13 0 a33


then, λ2 = a22 and the other two eigenvalues λ1 and λ3 can be found either from eq. (6) or
(8) or alternatively using Mohr’s circle as below. The eigenvalues are,
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and the eigenvectors are,

{{0, 1, 0}, {− b13√
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, 0,
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, 0,
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}}

• Case 2.3: If [A] =

a11 a12 0
a12 a22 0
0 0 a33


then, λ3 = a33 and the other two eigenvalues λ1 and λ2 can be found either from eq. (6) or



eq. (8) or alternatively using Mohr’s circle as below. The eigenvalues are,

λ3 = a33

λ1,2 =
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and the eigenvectors are,
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, 0}}

Case 3: General cases
We find the eigenvalues using eqs. (5) and (6) and to make our analytical algorithm computation-
ally efficient and robust we solve the eigenvectors explicitly for all the possible cases of matrix
[A− λiI].

• Case 3.1: (bi11b23 − b13b12)b13 6= 0 or (b212 − bi11bi22)b13 6= 0

• Case 3.2: (bi11b
i
33 − b213)b12 6= 0 or (b12b13 − bi11b23)b12 6= 0

• Case 3.3: (b12bi33 − b23b13)bi11 6= 0 or (bi22b13 − b12b23)bi11 6= 0

• Case 3.4: (b12b23 − b13bi22)b23 6= 0 or (bi11b
i
22 − b212)b23 6= 0

• Case 3.5: (b12bi33 − b13b23)bi22 6= 0 or (bi11b23 − b12b13)bi22 6= 0

• Case 3.6: (bi22b
i
33 − b223)b12 6= 0 or (b12b23 − bi22b13)b12 6= 0

• Case 3.7: (b13bi22 − b12b23)bi33 6= 0 or (bi11b23 − b13b12)bi33 6= 0

• Case 3.8: (b13b23 − b12bi33)b23 6= 0 or (bi11b
i
33 − b213)b23 6= 0

• Case 3.9: (b223 − bi22bi33)b13 6= 0 or (b12bi33 − b23b13)b13 6= 0

For brevity sake, we present the following three cases,

If: (bi11b23 − b13b12)b13 6= 0 or (b212 − bi11bi22)b13 6= 0
From b12 × (12a)− bi11 × (12b) we can write

mi =
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b212 − bi11bi22

ni = Qini (14)

ni =
b212 − bi11bi22
bi11b23 − b13b12

mi = Rimi (15)



From (14) and (12c) we can write,
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From (15) and (12c) we can write,
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And using eq. (13) we can write as follows
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If: (bi11bi33 − b213)b12 6= 0 or (b12b13 − bi11b23)b12 6= 0
From b13 × (12a)− bi11 × (12c) we can write
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From (19) and (12b) we can write,
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From (20) and (12b) we can write,
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And using eq. (13) we can write as follows
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The eigenvector is either{
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If: (b12bi33 − b23b13)bi11 6= 0 or (bi22b13 − b12b23)bi11 6= 0
From b13 × (12b)− b12 × (12c) we can write
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From (24) and (12a) we can write,
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From (25) and (12a) we can write,
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And using eq. (13) we can write as follows
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The eigenvector is either{
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For the cases described in Case 3: General cases the multiplicity of eigenvalue can be 2 maximum
meaning there will be at least 2 distinct eigenvalues, which can be explained using Mohr’s circle
if shearing is present (aij 6= 0, i 6= j). So using our above described methodology we are able to
find all the eigenvalues and their corresponding eigenvectors.



Examples

We show below a couple of examples for different configurations of [A].
Example 1: Lets find the eigenvalues and eigenvectors of the following matrix 0.6375 0 −1.7835

0 7.1568 0
−1.7835 0 1.4508


We find the eigenvalues using the equations (6a), (6b) and (6c) as {−0.7851, 7.1568, 2.8734} and
from Case 2 condition of the Generalized Plain stress or plain strain we determined the eigenvec-
tors as,
{{0.7818, 0, 0.6236}, {0, 1, 0}, {0.6236, 0, −0.7818}}.

Example 2: Lets find the eigenvalues and eigenvectors of the following matrix 0 −1.0298 1.0792
−1.0298 1.2554 0
1.0792 0 0.1547


Similarly, using the equations (6a), (6b) and (6c) we find the eigenvalues as {−1.2514, 0.6442, 2.0172}
and following General cases we find the eigenvectors as,
{{0.7542, 0.3098, −0.5789}, {0.3390, 0.5713, 0.7475}, {−0.5623, 0.7600, −0.3258}}.
We have verified our results with Matlab 2018b22.

The Algorithm

We find all the eigenvalues using eqs. (4), (5), and (6) or alternatively using eqs. (8) or (9) or
Mohr’s circle. At first we determine the case of matrix [A] and then follow the algorithm as per
the steps described for the associated case to find first two eigenvectors and the third eigenvector
from the cross product of first two eigenvectors. We show the flowchart of our algorithm in fig. 2.

Conclusion

In this article we have presented the theory and algorithm to find the eigenvalues and eigenvectors
of a 3×3 symmetric matrix. Our algorithm can be an efficient approach to find the eigenvalues and
eigenvectors for the symmetric matrices of order 3 over the publicly available software packages
since they are difficult to use. Our method is simple, optimized, very robust and can easily be
implemented in any programming language even in a handheld calculator.
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Figure 2: Flowchart of the algorithm
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