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Abstract

Existence and uniqueness of strong solutions for three dimensional system of globally mod-
ified magnetohydrodynamics equations with locally Lipschitz delays terms are established in
this article. Galerkin’s method and Aubin Lions compactness theorem are the main mathe-
matical tools we use to prove the existence result. Moreover, we prove that, from a sequence
of weak solutions of globally modified magnetohydrodynamics equations with locally Lipschitz
delays terms, we can extract a subsequence which converges in an adequate sense to a weak
solution of three dimensional magnetohydrodynamics equations with locally Lipschitz delays
terms.

Keywords: Magnetohydrodynamics equations; Globally modified Navier Stokes; Strong solu-
tions; convergence; finite delays

1 Introduction and statement of the problem

Let Ω ⊂ R3 be an open bounded set with a sufficient regular boundary Γ = ∂Ω, and N > 0 be
fixed. We define FN : (0,+∞)→ (0, 1] by

FN (r) = min

{
1,
N

r

}
, r ∈ R+.

Recently the authors in [14] have discussed the existence of solutions and the asymptotic behavior
of the globally modified magnetohydrodynamics equations (GMMHDE):



ut + FN (‖u‖V1
)[(u · ∇)u]− 1

Re
∆u

−SFN (‖(u,B)‖V ) [(B · ∇)B] +∇
(
p+ S |B|

2

2

)
= f1(t) in (0, T )× Ω,

Bt + FN (‖(u,B)‖V ) [(u · ∇)B − (B · ∇)u] + 1
Rm

curl(curlB) = f2(t) in (0, T )× Ω,

div u = 0, div B = 0 in(0, T )× Ω,

u(0, x) = u0(x), B(0, x) = B0(x) for all x ∈ Ω,

u = 0, B · n = 0 and curlB × n = 0 on Γ,

(1.1)

where u,B and p represent respectively the fluid velocity, the magnetic field and the pressure.
f1 and f2 are given external forces field. Re and Rm are the so-called Reynolds and magnetic

1



Reynolds numbers, respectively and S = M2

ReRm
is a positive constant, where M is the Hartman

number. |B|2 = B ·B and represents the length of the magnetic field, n is the unit outward normal
on Γ. This system is indeed a globally modified version of the following magnetohydrodynamics
equations with locally Lipschitz delays terms

ut + (u · ∇)u− 1
Re

∆u− S [(B · ∇)B]

+∇
(
p+ S |B|

2

2

)
= G1(t,u(t− ρ1(t))) in (0, T )× Ω,

Bt + (u · ∇)B − (B · ∇)u + 1
Rm

curl(curlB) =

G2(t,B(t− ρ2(t))) in (0, T )× Ω,

div u = 0, div B = 0 in(0, T )× Ω,

u = 0, B · n = 0 and curlB × n = 0 on Γ,

u(t, x) = φ1(t, x), B(t, x) = φ2(t, x), t ∈ [−h, 0], x ∈ Ω,

(1.2)

The magnetohydrodynamics (MHD) equations take into account the coupling between Maxwell’s
equations governing the magnetic field B and the Navier-Stokes equations (NSE) governing the
fluid motion u (cf. [10]). They play a fundamental role in Astrophysics, Geophysics, Plasma
Physics, and in many other areas in applied sciences.
The system (1.1) was introduced and studied in [14] where the authors established the existence of
its unique strong solution and global attractor. However, there are some situations which are bet-
ter described by mathematical equations containing delays terms. For instance, the delays terms
may appear when we want to control the system by applying a force which takes into account not
only the present state but also a part of the history of the system.
In [8], Caraballo and co-authors proved the existence and the uniqueness of strong solution of
a three dimensional system of globally modified Navier-Stokes equations with a locally Lipschitz
delay term. In [26] the convergence of solutions of globally modified Navier-Stokes equations with
delays to solutions of Navier-Stokes equations with delays, is established. Motivated by these
works, we introduce in the present paper the following three dimensional system of globally mod-
ified magnetohydrodynamics equations with locally Lipschitz delays terms (GMMHDEFD)

ut + FN (‖u‖V1
)[(u · ∇)u]− 1

Re
∆u− SFN (‖(u,B)‖V ) [(B · ∇)B]

+∇
(
p+ S |B|

2

2

)
= G1(t,u(t− ρ1(t))) in (0, T )× Ω,

Bt + FN (‖(u,B)‖V ) [(u · ∇)B − (B · ∇)u] + 1
Rm

curl(curlB) =

G2(t,B(t− ρ2(t))) in (0, T )× Ω,

div u = 0, div B = 0 in(0, T )× Ω,

u = 0, B · n = 0 and curlB × n = 0 on Γ,

u(t, x) = φ1(t, x), B(t, x) = φ2(t, x), t ∈ [−h, 0], x ∈ Ω,

(1.3)

where G1(t,u(t − ρ1(t))) and G2(t,B(t − ρ2(t))) are external forces containing some hereditary
characteristic (delays terms), where 0 ≤ ρ1(t), ρ2(t) ≤ h. φ1 and φ2 are given functions defined in
[−h, 0]×Ω. The GMMHDEFD (1.3) is inspired from the globally modified Navier-Stokes equations
(GMNSE) with finite delays studied in [30, 31]. We refer the reader to [4, 5, 8, 27, 28, 37], just to
cite some, for other models with delays.
The aim of this article is to establish the existence and uniqueness of solution of system (1.3).
Moreover, we prove that, from a sequence of solutions of globally modified magnetohydrodynamics
equations with delays, we can extract a subsequence which converges in an adequate sense to a
weak solution of three dimensional magnetohydrodynamics equations with delays. This proves
the existence of solutions for the three dimensional magnetohydrodynamics equations with locally
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Lipschitz delays terms. This result is new in the literature.
The rest of the paper is structured as follows: in Section 2, we recall some spaces useful for the
variational formulation of problem (1.3) and its resolution. We also present some mathematical
properties and estimates related to the operators involved in the model. In Section 3 we establish
the existence and the uniqueness of the solutions of the model. Section 4(the last one) is devoted
to the study of the convergence of the weak solutions of (1.3) (depending on the parameter N) to
a weak solution of (1.2).

2 Preliminaries

We recall from [14, 27, 35] the abstract spaces for model (1.3) and its abstract formulation.
Bold notations will denote a vector or a tensor. We consider the well known Hilbert spaces
L2(Ω), Hm(Ω), Hm

0 (Ω) and we set

L2(Ω) := (L2(Ω))3, Hm(Ω) := (Hm(Ω))3, Hm0 (Ω) := (Hm
0 (Ω))3,L2

0(Ω) := (L2
0(Ω))3 (2.1)

where L2
0(Ω) =

{
q ∈ L2(Ω);

∫
Ω
q(x)dx = 0

}
. It is noted that for a vector w we set

‖w‖rLr(Ω) =

∫
Ω

|w(x)|rdx ,

where | · | denotes the Euclidean norm |w|2 = w ·w. We shall frequently use Sobolev embedding:
for a real number p ∈ R, 1 ≤ p ≤ 6, the space H1(Ω) is imbedded into Lp(Ω). In particular, there
exists a constant cp which depends only on p, Ω and d = 3 such that

for all v ∈ H1
0, ‖v‖Lp(Ω) ≤ cp|∇v| . (2.2)

When p = 2, this is Poincare’s inequality and c2 is Poincare’s constant. In the case of the maximum
norm, the following imbedding holds

for all r > d = 3, W1,r(Ω) ⊂ L∞(Ω)

in particular, for each r > d = 3, there exists c∞,r such that

for all v ∈ H1
0(Ω) ∩W1,r, ‖v‖L∞(Ω) ≤ c∞,r‖∇v‖Lr(Ω) . (2.3)

Owing to Poincare’s inequality, the semi-norm | · | is a norm on H1
0(Ω), equivalent to the full norm.

As it is directly related gradient operator, we take this semi-norm as norm on H1
0(Ω), and we use

it to define the dual norm on its dual space H−1(Ω):

for all f ∈ H−1(Ω), ‖f‖H−1(Ω) = sup
〈f ,v〉
|∇v|

where 〈·〉 is the duality pairing between H−1(Ω) and H1
0(Ω). As usual for handling time dependent

problems, it is convenient to consider functions defined on a time interval (a, b) with values in a
functional space, say Y (see [2]). More precisely, we denote by ‖ · ‖Y the norm on Y and for any
number r with 1 ≤ r ≤ ∞, we define

Lr(a, b;Y ) =

{
w measurable in (a, b) ;

∫ b

a

‖w(t)‖rY dt <∞

}
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equipped with the norm

‖w‖r
Lr(a,b;Y )

=

∫ b

a

‖w(t)‖rY dt

with the usual modification if r =∞. It is a Banach space if Y is a Banach space, and when r = 2,
it is a Hilbert space if Y is also a Hilbert space.
We also introduce the usual following spaces for MHD equations, (see [35])

V1 =
{
u ∈ (C∞c (Ω))3 : divu = 0

}
,

V1 = the closure of V1 in H1
0(Ω),

H1 =
{
u ∈ L2(Ω) : divu = 0 and u · n = 0 on Γ

}
V2 =

{
B ∈ (C∞(Ω̄))3 : divB = 0, B · n = 0 on Γ

}
,

V2 =
{
B ∈ H1(Ω) : divB = 0; B · n = 0 on Γ

}
,

H2 = the closure of V2 in L2(Ω).

(2.4)

Thus H2 = H1. We endow Hi, i = 1, 2 with the inner product of L2(Ω) and the norm of L2(Ω)
denote respectively by (., .)L2 and |.|L2 .
We equip V1 with the following inner product

((u,v))1 =

3∑
i=1

(
∂u

∂xi
,
∂v

∂xi

)
L2

. (2.5)

We equip V2 with the scalar product

((u,v))2 = (curlu, curlv)L2 . (2.6)

Where curlu = ∇ ∧ u. We note that by Poincaré’s inequality, the scalar product ((., .))1 defines
in (2.5) coincides with the well known inner product in H1

0(Ω). The norm generated by ((., .))2 is
equivalent to the norm induced by H1(Ω) on V2 (see [15, Chapter VII]).
Hereafter, we set

H = H1 ×H2, V = V1 × V2. (2.7)

The dual space of V is denoted by V ′. We endow H with the inner products defined as: for all
ϕ = (u,B), ψ = (v,C) ∈ H.

(ϕ,ψ) = (u,v)L2 + (B,C)L2 ,

[ϕ,ψ] = (u,v)L2 + S(B,C)L2 . (2.8)

They generate equivalent norms (for 0 < S <∞)

|ϕ|2H = (ϕ,ϕ) = |u|2L2 + |B|2L2 , [ϕ]2H = [ϕ,ϕ] = |u|2L2 + S|B|2L2 . (2.9)

We also endow V with the inner products

((ϕ,ψ)) =
1

Re
((u,v))1 +

1

Rm
((B,C))2, [[ϕ,ψ]] =

1

Re
((u,v))1 +

S

Rm
((B,C))2, (2.10)

which in turn generate the equivalent norms on V

‖ϕ‖2V = ((ϕ,ϕ)), [[ϕ]]2V = [[ϕ,ϕ]]. (2.11)
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In order to give an abstract formulation of problem (1.3), we introduce the operators A1 ∈
L(V1, V

′
1), A2 ∈ L(V2, V

′
2), and A ∈ L(V, V ′) defined by

〈A1u,v〉 = ((u,v))1, for all u,v ∈ V1,

〈A2B,C〉 = ((B,C))2, for all B,C ∈ V2,

〈Aϕ,ψ〉 = ((ϕ,ψ)), for all ϕ,ψ ∈ V .
(2.12)

with domains

D(A1) = {u ∈ V1 : A1u ∈ H1} ,
D(A2) = {u ∈ V2 : A2u ∈ H2} ,
D(A) = D(A1)×D(A2) .

By the regularity of Γ, D(A) = H2∩V. From the continuity of the embedding of Vi into Hi, i = 1, 2,
there exists constant κi, i = 1, 2 such that

|u|L2 ≤ κ1‖u‖V1
for all u ∈ V1, |B|L2 ≤ κ2‖B‖V2

for all B ∈ V2. (2.13)

The best constant κi is equal to 1√
λi1

, where λi1 is the first eigenvalue of the compact operator A−1
i

from Hi into itself.
As in [35], we introduce the trilinear form B0 on V × V × V by

B0(ϕ1, ϕ2, ϕ3) = b(u1,u2,u3)− Sb(B1,B2,u3) + b(u1,B2,B3)− b(B1,u2,B3), (2.14)

for all ϕi = (ui,Bi) ∈ V (i = 1, 2, 3), where b is a continuous trilinear form defined on H1(Ω) ×
H1(Ω)×H1(Ω) by

b(u,v,w) =

3∑
i,j=1

∫
Ω

ui
∂vj
∂xi

wjdx,

which satisfies the following relations, see for instance [14, 30]

b(u,v,v) = 0, ∀u ∈ V1, v ∈ H1(Ω),

b(u,v,w) = −b(u,w,v), ∀u ∈ V1, v,w ∈ H1(Ω),

|b(u,v,w)| ≤ c‖u‖1/2V1
|A1u|1/2L2 ‖v‖V1

|w|L2 , ∀u ∈ D(A1),v ∈ V1,w ∈ H1

|b(b1, b2,u)| ≤ c|b1|1/4L2 ‖b1‖3/4V2
‖u‖V1‖b2‖V2 , ∀b1, b2 ∈ V2,u ∈ V1,

|b(b1, b2,u)| ≤ c‖b1‖V2
|A2b2|L2 |u|L2 , ∀b1 ∈ V2, b2 ∈ D(A2),u ∈ H1,

|b(b1,u1, b2)| ≤ c‖b1‖V2 |A1u1|L2 |b2|L2 , ∀b1 ∈ V2,u1 ∈ D(A1), b2 ∈ H2.

|b(u,v,w)| ≤ |u|L6 |∇v|L2 |w|1/2L2 |w|1/2L6 , ∀u,v,w ∈ H1(Ω) .

(2.15)

Remark 2.1 Using the inclusion of H1(Ω) in Lp(Ω) 1 ≤ p ≤ 6, we infer that b(·, ·, ·) also satisfies

|b(u,v,w)| ≤ ‖u‖V1‖v‖V1 |w|
1/2
L2 ‖w‖1/2V1

, ∀u,v,w ∈ V1. (2.16)

From (2.15), we infer that

B0(ϕ1, ϕ2, ϕ2) = 0, ∀ϕ1, ϕ2 ∈ V,
B0(ϕ1, ϕ2, ϕ3) = −B0(ϕ1, ϕ3, ϕ2), ∀ϕi ∈ V, i = 1, 2, 3.

(2.17)

Now we introduce the continuous bilinear form B : V × V → V ′ by

〈B(ϕ1, ϕ2), ϕ3〉 = B0(ϕ1, ϕ2, ϕ3). (2.18)
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We also introduce a diagonal matrix M= (mij)1≤i,j≤6 ∈M6(R) defined by:
mii = 1 if 1 ≤ i ≤ 3,

mii = S if 4 ≤ i ≤ 6,

mij = 0 if i 6= j.

(2.19)

Note that
B0(ϕ1, ϕ2,Mϕ2) = b(u1,u2,u2) + Sb(u1,B2,B2)

−S[b(B1,B2,u2) + b(B1,u2,B2)].
(2.20)

It follows from (2.15) and (2.20) that

B0(ϕ1, ϕ2,Mϕ2) = 0 ∀ϕ1, ϕ2 ∈ V,
B0(ϕ1, ϕ2,Mϕ3) = −B0(ϕ1, ϕ3,Mϕ2), ∀ϕi ∈ V, i = 1, 2, 3.

(2.21)

We recall that (see [35] ) B0 and B satisfy the following estimates

|B0(ϕ1, ϕ2, ϕ3)| ≤ c‖ϕ1‖V ‖ϕ2‖1/2V |Aϕ2|1/2H |ϕ3|H , ∀ϕ1 ∈ V, ϕ2 ∈ D(A), ϕ3 ∈ H,
‖B(ϕ,ϕ)‖V ′ ≤ c|ϕ|1/2H ‖ϕ‖

3/2
V .

(2.22)

Hereafter we set

BN0 (ϕ1, ϕ2, ϕ3)
= FN (‖u2‖V1)b(u1,u2,u3)− SFN (‖(u2,B2)‖V )b(B1,B2,u3)
+FN (‖(u2,B2)‖V )b(u1,B2,B3)− FN (‖(u2,B2)‖V )b(B1,u2,B3)〈
BN (ϕ1, ϕ2), ϕ3

〉
= BN0 (ϕ1, ϕ2, ϕ3), ∀ϕi = (ui,Bi) ∈ V, i = 1, 2, 3.

(2.23)

Arguing similarly as in the proof of (2.22), we can check that the following inequalities hold

|BN0 (ϕ1, ϕ2, ϕ3)| ≤ cN‖ϕ1‖1/2V |Aϕ1|1/2H |ϕ3|H
+cSN‖ϕ1‖1/2V |Aϕ1|1/2H |ϕ3|H , ∀ϕ1 ∈ V, ϕ2 ∈ D(A), ϕ3 ∈ H,

(2.24)

|BN0 (ϕ1, ϕ1, ϕ2)| ≤ cN |ϕ1|1/4H |Aϕ1|3/4H |ϕ2|H
+cSN |ϕ1|1/4H |Aϕ1|3/4H |ϕ2|H , ∀ϕ1 ∈ D(A), ϕ2 ∈ H,

(2.25)

‖BN (ϕ1, ϕ2)‖V ′ ≤ c|ϕ1|1/4H ‖ϕ1‖3/4V |ϕ2|1/4H ‖ϕ2‖3/4V

+cS|ϕ1|1/4H ‖ϕ1‖3/4V |ϕ2|1/4H ‖ϕ2‖3/4V , ∀ϕi = (ui,Bi) ∈ V,
(2.26)

‖BN (ϕ1, ϕ2)‖V ′ ≤ cN‖ϕ1‖V + cNS‖ϕ1‖V , (2.27)

|BN0 (ϕ1, ϕ1, ϕ2)| ≤ cN‖ϕ1‖1/2V |Aϕ1|1/2H |ϕ2|H
+c‖ϕ1‖3/2V |Aϕ1|1/2H |ϕ2|H , ∀ϕ1 ∈ D(A), ϕ2 ∈ H.

(2.28)

The analysis of (1.3) will also required the following version of Gronwall’s lemma, where its proof
can be found in [34].

Lemma 2.1 Let T > 0 and let κ be a non-negative function in L1(0, T ). Let c > 0 be a constant
and ψ ∈ C0(0, T ) a function that satisfies

for all t ∈ [0, T ], 0 ≤ ψ(t) ≤ c+

∫ t

0

κ(s)ψ(s)ds,

then ψ satisfies the bound

ψ(t) ≤ ce

∫ t

0

κ(s)ds
.

Here, C0(0, T ) denotes the set of continuous functions on [0, T ].
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More assumptions on G1 and G2 are still required (see [26]); We assume for that
(h1) : The mapping
G1(.,u) : (0, T ) → L2(Ω)

t 7→ G1(t,u(t− ρ1(t)))
is measurable.
(h2) : there exists a non-negative function g1 ∈ Lploc(R) for some 1 ≤ p ≤ +∞ and a non-decreasing
function l1 : (0,+∞)→ (0,+∞) such that, for all R > 0, if |u|L2 , |v|L2 ≤ R, then

|G1(.,u)−G1(.,v)|L2 ≤ l1(R)g
1/2
1 (t) |u− v|L2 . (2.29)

(h3) : there exists a non-negative function ζ1 ∈ L1
loc(R) such that for any u ∈ H1,

|G1(.,u)|2L2 ≤ g1(t) |u|2L2 + ζ1(t). (2.30)

(h4) : The mapping

G2(.,B) : (0, T ) → L2(Ω)
t → G2(t,B(t− ρ2(t))) is measurable .

(h5) : there exists a non-negative function g2 ∈ Lploc(R) for some 1 ≤ p ≤ +∞ and a non-decreasing
function l2 : (0,+∞)→ (0,+∞) such that, for all R > 0, if |B1|L2 , |B2|L2 ≤ R, then

|G2(.,B1)−G2(.,B2)|L2 ≤ l2(R)g
1/2
2 (t) |B1 − B2|L2 . (2.31)

(h6) : there exists a non-negative function ζ2 ∈ L1
loc(R) such that for any B ∈ H1,

|G2(.,B)|2L2 ≤ g2(t) |B|2L2 + ζ2(t). (2.32)

Finally, we suppose that φi ∈ L2p′(−h, 0;Hi) where p′ satisfies 1
p + 1

p′ = 1. Since we will use

the same techniques as in [26, 30], we suppose moreover that the delays functions ρi ∈ C1([0, T ])
are such that 0 ≤ ρi ≤ h for all t ∈ [0, T ] and there exists two constants ρ∗1, ρ

∗
2 satisfying

ρ′i(t) ≤ ρ∗i < 1, ∀t ∈ [0, T ], i = 1, 2. (2.33)

Now, we are able to give a definition of a weak solution of (1.3).

Definition 2.1 Let (u(0),B(0)) = (u0,B0) ∈ H, φi ∈ L2p′(−h, 0;Hi) be given; 1
p + 1

p′ = 1; G1

and G2 satisfying (h1)− (h3) and (h4)− (h6) respectively.
A weak solution of (1.3) is any function y = (u,B) ∈ L2p′(−h, T ;H) ∩ L2(0, T ;V ) ∩ L∞(0, T ;H)
such that, for a.e. t ∈ (0, T ){

d

dt
y(t) +Ay(t) + BN (y(t), y(t)) = G1(t,u(t− ρ1(t))) +G2(t,B(t− ρ2(t))) on V ′

y(s, x) = φ(s, x) = (φ1(s, x), φ2(s, x)), s ∈ [−h, 0], x ∈ Ω
(2.34)

or equivalently for all ϕ = (v,C) ∈ V
(
d

dt
y(t), ϕ

)
+ ((y(t), ϕ)) + BN0 (y(t), y(t), ϕ)

= 〈G1(t,u(t− ρ1(t))),v〉+ 〈G2(t,B(t− ρ2(t))),C〉 ,
y(s, x) = (φ1(s, x), φ2(s, x)), s ∈ [−h, 0], x ∈ Ω .

(2.35)
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Remark 2.2 • Definition (2.1) also provide the weak formulation of (1.3) which is, due to G.
De Rham theorem, equivalent to it.

• If (u,B) is a weak solution of (1.3) and we define g̃i = gi(θ
−1
i (t)), where θi : [0, T ] →

[−ρi(0), T − ρi(T )] is the differentiable and strictly increasing function given by θi(s) =
s − ρi(s), then taking into account that g̃i ∈ Lp(−ρi(0), T ) for all T > 0 and (u,B) ∈
L2p′(−h, T ;H), we infer that G1(t,u(t−ρ1(t))) and G2(t,B(t−ρ2(t))) belong to L2(0, T ;H1)
and L2(0, T ;H2) respectively.
Indeed, ∫ T

0

|G1(t,u(t− ρ1(t)))|2L2 dt ≤
∫ T

0

g1(t) |u(t− ρ1(t))|2L2 dt+

∫ T

0

ζ1(t)dt

≤ 1
1−ρ∗1

∫ 0

−ρ1(0)

g̃1(t) |φ1(t)|2L2 dt+

1
1−ρ∗1

∫ T

0

g̃1(t) |u(t)|2L2 dt+

∫ T

0

ζ1(t)dt

≤ +∞

We can also prove that

∫ T

0

|G2(t,B(t− ρ2(t)))|2L2 dt ≤ +∞, then
d

dt
y ∈ L2(0, T ;V ′) and

consequently y ∈ C([0, T ];H).

• In addition, by taking ϕ = My in (2.35)1 and using (2.21)1 we infer that y satisfies the
following energy equality

|u(t)|2L2 + S|B(t)|2L2 + 2
Re

∫ t

0

‖u(ξ)‖2V1
dξ +

2S

Rm

∫ t

0

‖B(ξ)‖2V2
dξ

= |u0|2L2 + S|B0|2L2 + 2

∫ t

0

(G1(t,u(ξ − ρ1(ξ))),u(ξ))dξ

+2S

∫ t

0

(G2(ξ,B(ξ − ρ2(ξ))),B(ξ))dξ.

(2.36)

3 Existence and uniqueness result

In this section, we prove that problem (2.34) has a unique weak solution which is, indeed a strong
solution. Before doing this, we recall from [6, 33, 36] the following properties of FN , where the
proof can be found in [6, 33]. These properties are the main tools in the proof of the uniqueness
result.

|FN (p)− FN (r)| ≤ |p−r|r , ∀p, r ∈ R+, r 6= 0,

|FN (‖u‖V1
)− FN (‖v‖V1

)| ≤ ‖u−v‖V1‖v‖V1
, u,v ∈ V1, v 6= 0,

|FM (p)− FN (r)| ≤ |M−N |r + |p−r|
r , ∀p, r,M,N ∈ R+, r 6= 0

|FN (‖u‖V1)− FN (‖v‖V1)| ≤ 1
N FN (‖u‖V1)FN (‖v‖V1)‖u− v‖V1 , u,v ∈ V1.

(3.1)

In the rest of this work, we will denote by c, a generic positive constant (possibly depending on
S,Re, Rm, κ1, κ2,Ω,) which can vary even within the same line. However, this constant is always
independent of time and initial data. We start by proving the uniqueness result; for this purpose,
we have:

Theorem 3.1 There exists at most one weak solution (u,B) of (2.34) in the sense of Definition
2.1.
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proof. Let yi = (ui,Bi), i = 1, 2 be weak solutions to (2.34) that belong to L2(0, T ;V ) and
R > 0 such that |ui|L2 , |Bi|L2 ≤ R. We set δy = (δu, δB) = y1 − y2. Then (δu, δB) satisfies for
a.e.t ∈ (0, T ),

d

dt
δy(t) +Aδy(t) = −

(
BN (y1(t), y1(t))− BN (y2(t), y2(t))

)
+G1(t,u1(t− ρ1(t)))

−G1(t,u2(t− ρ1(t))) +G2(t,B1(t− ρ2(t)))−G2(t,B2(t− ρ2(t))) in V ′,

δy(0) = 0.

(3.2)

Taking the scalar product in H of (3.2) with Mδy, we obtain

d

dt
Y(t) +

2

Re
‖δu(t)‖2V1

+
2S

Rm
‖δB(t)‖2V2

= −2(BN (y1(t), y1(t))− BN (y2(t), y2(t)),Mδy(t))

+2 (G1(t,u1(t− ρ1(t))), δu)− 2 (G1(t,u2(t− ρ1(t))), δu)
+2 (G2(t,B1(t− ρ2(t)))−G2(t,B2(t− ρ2(t))), SδB)

(3.3)
with Y = |δu(t)|2L2 + S|δB(t)|2L2 and 2(−BN (y1(t), y1(t)) + BN (y2(t), y2(t)),Mδy(t)) satisfies the
following (see [14] for the details)

2
(
−BN (y1(t), y1(t)) + BN (y2(t), y2(t)),My(t)

)
≤
(
cN4 + cN8

)
Y(t). (3.4)

Using hypotheses (h2) and (h5), we obtain

2 (G1(t,u1(t− ρ1(t)))−G1(t,u2(t− ρ1(t))), δu) +
2 (G2(t,B1(t− ρ2(t)))−G2(t,B2(t− ρ2(t))), SδB)

≤ 2l1(R)g
1/2
1 (t) |δu(t− ρ1(t))|L2 |δu|L2 + 2Sl2(R)g

1/2
2 (t)) |δB(t− ρ2(t))|L2 |δB|L2

(3.5)

Integrating (3.3) after dropping momentarily the term 2
Re
‖δu(t)‖2V1

+ 2S
Rm
‖δB(t)‖2V2

and using
(3.4)-(3.5) we have

Y(t) ≤
(
cN4 + cN8

) ∫ T

0

Y(ξ)dξ + 2l1(R)

∫ T

0

g
1/2
1 (ξ) |δu(ξ − φ1(ξ))|L2 |δu(ξ)|L2 dξ

+2Sl2(R)

∫ T

0

g
1/2
2 (ξ)) |δB(ξ − φ2(ξ))|L2 |δB(ξ)|L2 dξ

≤ 2l1(R)
1−ρ∗1

∫ T−ρ1(T )

−ρ1(0)

g̃
1/2
1 (ξ) |δu(ξ)|2L2 dξ +

2Sl1(R)

1− ρ∗2

∫ T−ρ2(T )

−ρ2(0)

g̃
1/2
2 (ξ) |δB(ξ)|2L2 dξ+(

cN4 + cN8
) ∫ T

0
Y(ξ)dξ

≤ l
∫ T

0

(
g̃

1/2
1 (ξ) + g̃

1/2
2 (ξ)

)
Y(ξ)dξ +

(
cN4 + cN8

) ∫ T

0

Y(ξ)dξ

≤
∫ T

0

(
l
(
g̃

1/2
1 (ξ) + g̃

1/2
2 (ξ)

)
+ cN4 + cN8

)
Y(ξ)dξ

(3.6)

where we have used the fact that δu(t) = 0 and δB(t) = 0 in [−ρ1(0), 0] and [−ρ2(0), 0] respec-

tively and set l = max
{

2l1(R)
1−ρ∗1

, 2l2(R)
1−ρ∗2

}
Then, from lemma 2.1, we infer that Y ≤ 0, consequently, u1 = u2 and B1 = B2. �

Now, we state the existence result.

Theorem 3.2 Let (u(0),B(0)) ∈ H, φi ∈ L2p′(−h, 0;Hi) be given; 1
p + 1

p′ = 1; G1 and G2

satisfying (h1)− (h3) and (h4)− (h6) respectively.
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Then there exists a weak solution (u,B) of (2.34), which is in fact a strong solution in the sense
that it belongs to

C(0, T ;V ) ∩ L2(ε, T ;D(A1)×D(A2)) for all 0 < ε < T. (3.7)

Moreover, if (u(0),B(0)) ∈ V , then (u,B) satisfies

(u,B) ∈ C(0, T ;V ) ∩ L2(0, T ;D(A1)×D(A2)). (3.8)

Proof We split it in several steps.
Step1: A Galerkin scheme. Since the injection V ⊂ H is compact,
let {(wi, ψi), i = 1, 2, ...} ⊂ V be an orthonormal basis ofH, where {wi, i = 1, 2, ....}, {ψi, i = 1, 2, ....}
are eigenfunctions of A1 and A2, respectively. We set
Vn = Hn = span {(w1, ψ1), ..., (wn, ψn)} and denote by Pn = (P 1

n , P
2
n), the orthogonal projector

from H onto Vn for the scalar product (., .) defined by (2.8)1. Note that Pn is also the orthogonal
projector from D(A), V, V ′ onto Vn. We look for yn = Pn(u,B) = (un,Bn) ∈ Hn solution to the
ordinary differential equations with delay

d

dt
yn(t) + PnAyn(t) + PnBN (yn(t), yn(t))

= P 1
nG1(t,u(t− ρ1(t))) + P 2

nG2(t,B(t− ρ2(t))) on D′(0, T ;V ′n)

yn(s) = Pn(φ1(s), φ2(s)) = (P 1
nφ1(s), P 2

nφ2(s)), s ∈ [−h, 0].

(3.9)

According to (h1)−(h6), the above system of the ordinary differential equations with delay satisfies
the conditions for existence and uniqueness of solution yn on an interval [0, Tn], Tn ≤ T (see
Theorem 3.10 of [16], page 20). It will follow from a priori estimates that yn exists on the interval
[0, T ].
Step2: A priori estimates.
As in remark 2.2, yn satisfies the following energy inequality:

d

dt
|un(t)|2L2 + S

d

dt
|Bn(t)|2L2 +

2

Re
‖un(t)‖2V1

+
2S

Rm
‖Bn(t)‖2V2

=

2(P 1
nG1(t,un(t− ρ1(t))),un(t)) + 2S(P 2

nG2(t,Bn(t− ρ2(t))),Bn(t)). (3.10)

Note that by (h3), (h6), Young’s and Cauchy-Schwartz’s inequalities, we have

|2(P 1
nG1(t,un(t− ρ1(t))),un(t))| ≤ 2‖G1(t,un(t− ρ1(t)))‖V ′1 ‖un(t)‖V1

≤ 2c |G1(t,un(t− ρ1(t)))|H1
‖un(t)‖V1

≤ c |G1(t,un(t− ρ1(t)))|2H1
+ 1

Re
‖un(t)‖2V1

≤ 1
Re
‖un(t)‖2V1

+ c
(
g1(t) |un(t− ρ1(t))|2L2 + ζ1(t)

)
,

(3.11)

|2(P 2
nG2(t,Bn(t− ρ2(t))),Bn(t))| ≤ 2‖G2(t,Bn(t− ρ2(t)))‖V ′2 ‖Bn(t)‖V2

≤ 2c |G2(t,Bn(t− ρ2(t)))|H2
‖Bn(t)‖V2

≤ c |G2(t,Bn(t− ρ2(t)))|2H2
+ S

Rm
‖Bn(t)‖2V2

≤ S
Rm
‖Bn(t)‖2V2

+ c
(
g2(t) |Bn(t− ρ2(t))|2L2 + ζ2(t)

)
.

(3.12)
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Inserting the estimates (3.11) and (3.12) in (3.10) and integrating over the interval (0, t) with
t ≤ T, , we obtain by using also remark 2.2:

|un(t)|2L2 + S|Bn(t)|2L2 + 1
Re

∫ t

0

‖un(ξ)‖2V1
dξ +

S

Rm

∫ t

0

‖Bn(ξ)‖2V2
dξ

≤ |u0|2L2 + S|B0|2L2 +

∫ T

0

c
(
g1(ξ) |un(ξ − ρ1(ξ))|2L2 + ζ1(ξ)

)
dξ+∫ T

0

c
(
g2(ξ) |Bn(ξ − ρ2(ξ))|2L2 + ζ2(ξ)

)
dξ

≤ |u0|2L2 + S|B0|2L2 +

∫ T

0

c (ζ1(ξ) + ζ2(ξ)) dξ +
c

1− ρ∗1

∫ T−ρ1(T )

−ρ1(0)

g̃1(ξ) |un(ξ)|2L2 dξ

+ c
1−ρ∗2

∫ T−ρ2(T )

−ρ2(0)

g̃2(ξ) |Bn(ξ)|2L2 dξ

≤ |u0|2L2 + S|B0|2L2 +

∫ T

0

c (ζ1(ξ) + ζ2(ξ)) dξ +
c

1− ρ∗1

∫ 0

−ρ1(0)

g̃1(ξ) |φ1(ξ)|2L2 dξ+

c
1−ρ∗1

∫ T

0

g̃1(ξ) |un(ξ)|2L2 dξ +
c

1− ρ∗2

∫ 0

−ρ2(0)

g̃2(ξ) |φ2(ξ)|2L2 dξ +
c

1− ρ∗2

∫ T

0

g̃2(ξ) |Bn(ξ)|2L2 dξ

≤ |u0|2L2 + S|B0|2L2 + l

∫ T

0

[
g̃1(ξ) +

g̃2(ξ)

S

] (
|un(ξ)|2L2 + S|Bn(ξ)|2L2

)
dξ

+

∫ T

0

c (ζ1(ξ) + ζ2(ξ)) dξ + l

(∫ 0

−ρ1(0)

|g̃1(ξ)|pdξ

) 1
p
(∫ 0

−ρ1(0)

|φ1(ξ)|2p
′

L2 dξ

) 2
2p′

dξ+

l

(∫ 0

−ρ2(0)

|g̃2(ξ)|pdξ

) 1
p
(∫ 0

−ρ2(0)

|φ2(ξ)|2p
′

L2 dξ

) 2
2p′

dξ

(3.13)

where l = max
{

c
1−ρ∗1

, c
1−ρ∗2

}
. Then, from the assumptions, there exits a constant κ1 such that

|un(t)|2L2 + S|Bn(t)|2L2 + 1
Re

∫ t

0

‖un(ξ)‖2V1
dξ +

S

Rm

∫ t

0

‖Bn(ξ)‖2V2
dξ

≤ |u0|2L2 + S|B0|2L2 + κ1 + l

∫ T

0

[
g̃1(ξ) +

g̃2(ξ)

S

] (
|un(ξ)|2L2 + S|Bn(ξ)|2L2

)
dξ

(3.14)

where

κ1 =

∫ T

0

c (ζ1(ξ) + ζ2(ξ)) dξ + l

(∫ 0

−ρ1(0)

|g̃1(ξ)|pdξ

) 1
p
(∫ 0

−ρ1(0)

|φ1(ξ)|2p
′

L2 dξ

) 2
2p′

dξ+

l

(∫ 0

−ρ2(0)

|g̃2(ξ)|pdξ

) 1
p
(∫ 0

−ρ2(0)

|φ2(ξ)|2p
′

L2 dξ

) 2
2p′

dξ.

(3.15)

Dropping momentarily the term 1
Re

∫ t

0

‖un(ξ)‖2V1
dξ +

S

Rm

∫ t

0

‖Bn(ξ)‖2V2
dξ and using lemma

2.1 in (3.13), we obtain
|un(t)|2L2 + S|Bn(t)|2L2 ≤[

|u0|2L2 + S|B0|2L2 + κ1

]
exp

{∫ T

0

(
lg1(ξ) +

l

S
g2(ξ)

)
dξ

}
. (3.16)
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Using (h2), (h5), we infer that the right hand side of (3.16) is bounded independently of n; taking
into account this bound in (3.13), we conclude that

1
Re

∫ t

0

‖un(ξ)‖2V1
dξ +

S

Rm

∫ t

0

‖Bn(ξ)‖2V2
dξ is also uniformly bounded in n.

Moreover, using the equality 1
p + 1

p′ = 1, we infer that∫ T

−h
|yn(t)|2p

′

H dt =
∫ 0

−h |Pnφ(t)|2p
′

H dt+

∫ T

0

|yn(t)|2p
′

H dt

≤ ‖φ‖2p
′

L2p′ (−h,0;H)
+ T ‖yn‖2p

′

L∞(0,T ;H)

= ‖φ‖
2p−1
2p

L2p′ (−h,0;H)
+ T ‖yn‖

2p−1
2p

L∞(0,T ;H)

≤ +∞.

(3.17)

Consequently, the sequence

yn = (un,Bn) ∈ L∞(0, T ;H) ∩ L2(0, T ;V ) ∩ L2p′(−h, T ;H). (3.18)

Hence, we can use a compactness argument (see [41]) to extract a subsequence from yn = (un,Bn)
still denoted by yn = (un,Bn) satisfying

yn → y



weak-star in L∞(0, T ;H),

weakly in L2(0, T ;V ),

strongly in L2(0, T ;H),

a.e., in (0, T )× Ω,

weak-star in L2p′(−h, T ;H),

strongly in L
2p

2p−1 (−h, T ;H),

(3.19)

with y = (u,B) ∈ L∞(0, T ;H) ∩ L2(0, T ;V ) ∩ L2p′(−h, T ;H).
According to (3.19), we can assume ([45], proposition 21.23, page 258) without loss of generality,

that there exists two functions z1 ∈ L
2p

2p−1 (−h, T ) and z2 ∈ L
2p

2p−1 (−h, T ) such that

|un(t)|H1
≤ z1(t), |Bn(t)|H2

≤ z2(t) (3.20)

But the estimates (3.18) are not enough to pass to the limit in (2.34) and deduce the solution of
(1.3). Indeed, we need stronger estimates to prove the following:

FN (‖un‖V1)→ FN (‖u‖V1) as n→∞,
FN (‖(un,Bn)‖V )→ FN (‖(u,B)‖V ) as n→∞ .

(3.21)

First, we take the inner product in H of (3.9)1 with Ayn, we obtain

d

dt
‖yn(t)‖2V + 2|Ayn(t)|2H = 2− 2BN0 (yn(t), yn(t),Ayn(t))

+2(G1(t,un(t− ρ1(t))),A1un(t))) + (G2(t,Bn(t− ρ2(t)),A2Bn(t))). (3.22)

Now using (2.24) and Young’s inequality with the exponents (4, 4/3), we have

2|BN0 (yn(t), yn(t),Ayn(t))| ≤ cN‖yn(t)‖1/2V |Ayn(t)|3/2H

≤ 1
2 |Ayn(t)|2H + cN4‖yn(t)‖2V .

(3.23)
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In addition, using again (h3), (h6), Young’s and Cauchy-Schwartz’s inequalities, we obtain

|2(P 1
nG1(t,un(t− ρ1(t))),A1un(t))|

≤ 2|G1(t,un(t− ρ1(t)))|L2 |A1un(t)|L2

≤ c |G1(t,un(t− ρ1(t)))|2L2 + 1
2Re
|A1un(t)|2L2

≤ 1
2Re
|A1un(t)|2L2 + c

(
g1(t) |un(t− ρ1(t))|2L2 + ζ1(t)

)
,

(3.24)

|2(P 2
nG2(t,Bn(t− ρ2(t))),A2Bn(t))|

≤ 2|G2(t,Bn(t− ρ2(t)))|L2 |A2Bn(t)|L2

≤ c |G2(t,Bn(t− ρ2(t)))|2L2 + 1
2Rm
|A2Bn(t)|2L2

≤ 1
2Rm
|A2Bn(t)|2L2 + c

(
g2(t) |Bn(t− ρ2(t))|2L2 + ζ2(t)

)
,

(3.25)

Inserting the estimates (3.23)− (3.25) in (3.22), we obtain

d

dt
‖yn(t)‖2V + |Ayn(t)|2H ≤ cN4‖yn(t)‖2V + cg1(t) |un(t− ρ1(t))|2L2 + cζ1(t)+

cg2(t) |Bn(t− ρ2(t))|2L2 + cζ2(t).
(3.26)

Now we distinguish two cases:
Case 1: y(0) = (u(0),B(0)) ∈ H.
Integrating (3.26) between s and t for 0 < s ≤ t ≤ T and use the continuous injection V ↪→ H and
(3.13), we obtain

‖yn(t)‖2V + 1
Re

∫ t

s

|Ayn(ξ)|2Hdξ

≤ ‖yn(s)‖2V + cN4

∫ T

0

‖yn(ξ)‖2V dξ + κ1 + l

∫ T

0

c [g̃1(ξ) + g̃2(ξ)]
(
‖un(ξ)‖2V1

+ ‖Bn(ξ)‖2V2

)
dξ

≤ ‖yn(s)‖2V + cN4

∫ T

0

‖yn(ξ)‖2V dξ + κ1 + lc

∫ T

0

[g̃1(ξ) + g̃2(ξ)] ‖yn(ξ)‖2V dξ.

(3.27)

Dropping momentarily the term 1
Re

∫ t

s

|Ayn(ξ)|2Hdξ and using lemma 2.1 in (3.27), we obtain

‖un(t)‖2V1
+ ‖Bn(t)‖2V2

≤

[
‖yn(s)‖2V + κ1

]
exp

{∫ T

0

[
cN4 + lc (g1(ξ) + g2(ξ))

]
dξ

}
(3.28)

Now, integrating (3.28) between 0 and ε for some ε ∈ (0, T ), we have[
ε‖yn(t)‖2V ≤

∫ T

0

‖yn(s)‖2V ds+ Tκ1

]
exp

{∫ T

0

[
cN4 + lc (g1(ξ) + g2(ξ))

]
dξ

}
(3.29)

Using the assumptions (h2), (h5) and (3.18), we infer from (3.29) that ‖yn‖L∞(ε,T ;V ) is bounded
independently of n.
Coming back to (3.27) and dropping the term ‖yn(t)‖2V , we get for some ε ∈ [0, T ]∫ T

ε

|Ayn(ξ)|2Hdξ ≤ ‖yn‖2L∞(ε,T ;V ) + κ1 + ‖yn‖2L∞(ε,T ;V )

∫ T

0

[
cN4 + lc (g1(ξ) + g2(ξ))

]
dξ. (3.30)

Therefore,
yn ∈ L∞(ε, T ;V ) ∩ L2(ε, T ;D(A1)×D(A2)) for all 0 < ε < T. (3.31)
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Note that from (3.9),

d

dt
yn(t) = −Ayn(t)− PnBN (yn, yn)(t) + P 1

nG1(t,u(t− ρ1(t))) + P 2
nG2(t,B(t− ρ2(t))).

Then using (2.24) we deduce that the sequence
{
PnBN (yn, yn)

}
is bounded in

L2(ε, T ;H). Therefore, from (3.30) and remark 2.2, we infer that the sequence

d

dt
(un,Bn) is also bounded in L2(ε, T ;H). (3.32)

Since D(A) = D(A1)×D(A2) ⊂ V ⊂ H with compact injection, we derive from
[24, Theorem 5.1, Chapter 1] that there exists an element (u,B) ∈ L∞(ε, T ;V ) ∩
L2(ε, T ;D(A)), and a subsequence of (un,Bn) (still) denoted (un,Bn) such that for all T > ε, we
have

(un,Bn)→ (u,B)


weak-star in L∞(ε, T ;V ),

weakly in L2(ε, T ;D(A)),

strongly in L2(ε, T ;V ),

a.e., in (ε, T )× Ω,

(3.33)

and
d

dt
(un,Bn)→ d

dt
(u,B) weakly in L2(ε, T ;H). (3.34)

From (3.33), we can assume, eventually extracting a subsequence of {yn} still denoted {yn} such
that

‖un‖V1 → ‖u‖V1 a.e. in (ε, T ),
‖(un,Bn)‖V → ‖(u,B)‖V a.e. in (ε, T ),

(3.35)

and therefore
FN (‖un‖V1)→ FN (‖u‖V1) a.e. in (ε, T ),
FN (‖(un,Bn)‖V )→ FN (‖(u,B)‖V ) a.e. in (ε, T ).

(3.36)

Case 2: (u(0),B(0)) ∈ V .
Integrating (3.26) between 0 and t for 0 < t ≤ T and use the continuous injection V ↪→ H and
(3.13), we obtain

‖yn(t)‖2V + 1
Re

∫ t

0

|Ayn(ξ)|2Hdξ

≤ ‖yn(0)‖2V + cN4

∫ T

0

‖yn(ξ)‖2V dξ + κ1 + l

∫ T

0

c [g̃1(ξ) + g̃2(ξ)]
(
‖un(ξ)‖2V1

+ ‖Bn(ξ)‖2V2

)
dξ

≤ ‖yn(0)‖2V + cN4

∫ T

0

‖yn(ξ)‖2V dξ + κ1 + lc

∫ T

0

[g̃1(ξ) + g̃2(ξ)] ‖yn(ξ)‖2V dξ

(3.37)

Dropping momentarily the term 1
Re

∫ t

0

|Ayn(ξ)|2Hdξ and using lemma 2.1 in (3.37), we obtain

‖un(t)‖2V1
+ ‖Bn(t)‖2V2

≤

[
‖y(0)‖2V + κ1

]
exp

{∫ T

0

[
cN4 + lc (g1(ξ) + g2(ξ))

]
dξ

}
. (3.38)
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Hence, ‖yn‖2L∞(0,T ;V ) is bounded independently of n.

Using (3.38) in (3.37), we infer that

1
Re

∫ T

0

|Ayn(ξ)|2Hdξ

≤ ‖yn(0)‖2V + cN4

∫ T

0

‖yn(ξ)‖2V dξ + lc‖yn‖2L∞(0,T ;V )

∫ T

0

[g̃1(ξ) + g̃2(ξ)] dξ.

(3.39)

Consequently, we derive from (3.38) and (3.39) that (yn) = (un,Bn) satisfies

‖(un,Bn)(t)‖2V ≤ K2,

∫ T

0

(
|A1un(ξ)|2L2 + |A2Bn(ξ)|2L2

)
dξ ≤ K3, (3.40)

which proves that (un,Bn) is bounded in L∞(0, T ;V ) ∩ L2(0, T ;D(A1)×D(A2)).
Note that in (3.40), K2 and K3 are positive constants independent of n and depending only on
data Ω, Re, Rm, S, T, L1(R), L2(R),u0,B0, ζ1 and ζ2.
Moreover from (3.9),

d

dt
yn(t) = −Ayn(t)− PnBN (yn(t), yn(t)) + P 1

nG1(t,u(t− ρ1(t))) + P 2
nG2(t,B(t− ρ2(t))).

Then using (2.24) we deduce that the sequence
{
PnBN (yn, yn)

}
is bounded in L2(0, T ;H).

Therefore, from (3.39) and remark 2.2, we infer that the sequence

d

dt
(un,Bn) is also bounded in L2(0, T ;H). (3.41)

Since D(A) = D(A1) × D(A2) ⊂ V ⊂ H with compact injection, we derive from [24, The-
orem 5.1, Chapter 1] that there exists an element (u,B) ∈ L∞(0, T ;V ) ∩ L2(0, T ;D(A)), and a
subsequence of (un,Bn) (still) denoted (un,Bn) such that for all T > 0, we have

(un,Bn)→ (u,B)


weak-star in L∞(0, T ;V ),

weakly in L2(0, T ;D(A)),

strongly in L2(0, T ;V ),

a.e., in (0, T )× Ω,

(3.42)

and

d

dt
(un,Bn)→ d

dt
(u,B) weakly in L2(0, T ;H). (3.43)

From (3.42), we infer that

‖un‖V1 → ‖u‖V1 a.e. in (0, T ),
‖(un,Bn)‖V → ‖(u,B)‖V a.e. in (0, T ),

(3.44)

and therefore

FN (‖un‖V1)→ FN (‖u‖V1) a.e. in (0, T ),
FN (‖(un,Bn)‖V )→ FN (‖(u,B)‖V ) a.e. in (0, T ).

(3.45)

Step3: Passage to the limit.
We want to take the limit in (3.9) when n goes to +∞. More precisely, we want to prove that
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G1(t,un(t− ρ1(t)))→ G1(t,u(t− ρ1(t))) as n→ +∞ (3.46)

and
G2(t,Bn(t− ρ2(t)))→ G2(t,B(t− ρ2(t))) when n→ +∞. (3.47)

We refer the reader to [6, 14] for the other terms involved in (3.9). We will use the dominated
convergence theorem [1] to prove (3.46) and (3.47).
Note that by (h2) and (h5), for a.e. t ∈ (0, T ), G1(t, .) : H1 → H1 and G2(t, .) : H2 → H2 are

continuous; then since un → u and Bn → B strongly in L
2p

2p−1 (−h, T ;H1) and L
2p

2p−1 (−h, T ;H2)
respectively, we have that

G1(t,un(t− ρ1(t)))→ G1(t,u(t− ρ1(t))) in H1 a.e. in (0, T ) (3.48)

and
G2(t,Bn(t− ρ2(t)))→ G2(t,B(t− ρ2(t))) in H2 a.e. in (0, T ). (3.49)

On the other hand, using (3.20), (h3) and (h6), we have for a.e. t ∈ (0, T )

|G1(t,un(t− ρ1(t)))|L2 ≤ g1/2
1 (t) |un(t− ρ1(t))|L2 + ζ

1/2
1 (t)

≤ g1/2
1 (t)z1(t− ρ1(t)) + ζ

1/2
1 (t)

(3.50)

and
|G2(t,Bn(t− ρ2(t)))|L2 ≤ g1/2

2 (t) |Bn(t− ρ2(t))|L2 + ζ
1/2
2 (t)

≤ g1/2
2 (t)z2(t− ρ2(t)) + ζ

1/2
2 (t).

(3.51)

Then (3.46) and (3.47) follow from the dominated convergence theorem.

4 Convergence to weak solutions of MHD equations with
locally Lipschitz delays terms

The solution of problem (1.3) given by theorem (3.2) depends on the parameter N ; so for each N,
we denote by yN a such corresponding weak solution; we then obtain a sequence {yN}N>0 of such
solutions. In this section, we prove that from the sequence {yN}N>0, we can extract a subsequence
{yNj }j>0 which converges when Nj goes to +∞ to a weak solution of (1.2). For this purpose, we
have the following result.

Theorem 4.1 The assumptions (h1) − (h6) are satisfied, let yNk = (uNk ,BNk) where uNk =
uNk(uNk0 , φNk1 )) and BNk = BNk(BNk

0 , φNk2 ), k = 1, 2, ... with Nk → +∞ as k → +∞, be a
sequence of weak solutions of (1.3) with N = Nk, and with the initial data such that uNk0 → u0

weakly in H1, B
Nk
0 → B0 weakly in H2, φ

Nk
i → φi strongly in L

2p
2p−1 (−h, T ;Hi), i = 1, 2 as

k → +∞, and the sequence {φNki : k = 1, 2, ...} is bounded in L2p′(−h, 0;Hi), where i = 1, 2 and
1
p + 1

p′ = 1.

Then, there exists a subsequence {yNj }j>0 of {yNk }k>0 which converges weakly-star in L∞(0, T ;H),

weakly in L2(0, T ;V ), weakly-star in L2p′(−h, T ;H), strongly in L
2p

2p−1 (−h, T ;H) and strongly in
L2(0, T ;H), to a solution y of (1.2).

proof. We know by remark 2.2 that each of these solutions yNk = (uNk ,BNk) satisfies the
following energy equality
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|uNk(t)|2L2 + S|BNk(t)|2L2 + 2
Re

∫ t

0

‖uNk(ξ)‖2V1
dξ +

2S

Rm

∫ t

0

‖BNk(ξ)‖2V2
dξ

= |uNk0 |2L2 + S|BNk
0 |2L2 + 2

∫ t

0

(G1(t,uNk(ξ − ρ1(ξ))),uNk(ξ))dξ+

2S

∫ t

0

(G2(ξ,BNk(ξ − ρ2(ξ))),BNk(ξ))dξ.

(4.1)

Now, following the proof of (3.14), we obtain

|uNk(t)|2L2 + S|BNk(t)|2L2 + 2
Re

∫ t

0

‖uNk(ξ)‖2V1
dξ +

2S

Rm

∫ t

0

‖BNk(ξ)‖2V2
dξ

≤ |uNk0 |2L2 + S|BNk
0 |2L2 + l

∫ T

0

[
g̃1(ξ) +

g̃2(ξ)

S

] (
|uNkn (ξ)|2L2 + S|BNk

n (ξ)|2L2

)
dξ

+

∫ T

0

c (ζ1(ξ) + ζ2(ξ)) dξ + l

(∫ 0

−ρ1(0)

|g̃1(ξ)|pdξ

) 1
p
(∫ 0

−ρ1(0)

∣∣∣φNk1 (ξ)
∣∣∣2p′
L2
dξ

) 2
2p′

dξ

+l

(∫ 0

−ρ2(0)

|g̃2(ξ)|pdξ

) 1
p
(∫ 0

−ρ2(0)

|φ2(ξ)|2p
′

L2 dξ

) 2
2p′

dξ

(4.2)

where l = max
{

c
1−ρ∗1

, c
1−ρ∗2

}
. From the assumptions of theorem 4.1, there exists a constant β

such that

|uNk0 |2L2 + S|BNk
0 |2L2 ≤ β;

∥∥∥φNki ∥∥∥
L2p′ (−h,0;Hi)

≤ β, i = 1, 2. (4.3)

Consequently, we infer from (4.2) that

|uNk(t)|2L2 + S|BNk(t)|2L2 + 2
Re

∫ t

0

‖uNk(ξ)‖2V1
dξ +

2S

Rm

∫ t

0

‖BNk(ξ)‖2V2
dξ

≤ K0 + l

∫ T

0

[
g̃1(ξ) +

g̃2(ξ)

S

] (
|uNkn (ξ)|2L2 + S|BNk

n (ξ)|2L2

)
dξ

(4.4)

where

K0 = β2 + lβ2
(
‖g̃1‖Lp(−ρ1(0),0) + ‖g̃2‖Lp(−ρ2(0),0)

)
+

∫ T

0

c (ζ1(ξ) + ζ2(ξ)) dξ.

Dropping momentarily the term 2
Re

∫ t

0

‖uNk(ξ)‖2V1
dξ+

2S

Rm

∫ t

0

‖BNk(ξ)‖2V2
dξ in (4.4) and using

lemma 2.1, we have for all t ∈ [0, T ],

|uNk(t)|2L2 + S|BNk(t)|2L2 ≤ K0 exp

[∫ T

0

l

(
g̃1(ξ) +

g̃2(ξ)

S

)
dξ.

]
(4.5)

In addition, as in (3.17), we have∫ T

−h

∣∣yNk(t)
∣∣2p′
H
dt =

∫ 0

−h

∣∣φNk(t)
∣∣2p′
H
dt+

∫ T

0

∣∣yNk(t)
∣∣2p′
H
dt

≤
∥∥φNk∥∥2p′

L2p′ (−h,0;H)
+ T

∥∥yNk∥∥2p′

L∞(0,T ;H)

≤ +∞.

(4.6)
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Using (4.5) in (4.4) and taking into account (4.7), we infer that the sequence{
yNk

}
Nk≥0

⊂ L∞(0, T ;H) ∩ L2(0, T ;V ) ∩ L2p′(−h, T ;H). (4.7)

Moreover, from (2.34), we have

d

dt
yNk(t) = −AyNk(t)− BN (yNk(t), yNk(t)) +G1(t,uNk(t− ρ1(t))) +G2(t,BNk(t− ρ2(t))).

Then using (2.24) we deduce that the sequence
{
BN (yNk , yNk)

}
is bounded in

L2(0, T ;H). Therefore, from (4.7) and remark 2.2,we infer that the sequence

d

dt
(uNk ,BNk) is also bounded in L2(0, T ;H). (4.8)

Hence, we use again a compactness argument (see [41]) to extract a subsequence from
{
yNk = (uNk ,BNk)

}
denoted by

{
yNj = (uNj ,BNj )

}
satisfying

yNj → y



weak-star in L∞(0, T ;H),

weakly in L2(0, T ;V ),

strongly in L2(0, T ;H),

weak-star in L2p′(−h, T ;H),

strongly in L
2p

2p−1 (−h, T ;H),

a.e., in (−h, T )× Ω,

(4.9)

and
d

dt
yNj → d

dt
y weakly in L2(0, T ;H). (4.10)

with y = (u,B) being in the spaces involved in (4.9).
According to (4.9), we can assume, as before, without loss of generality, that there exists two

functions z3 ∈ L
2p

2p−1 (−h, T ) and z4 ∈ L
2p

2p−1 (−h, T ) such that∣∣uNj (t)∣∣
L2 ≤ z3(t),

∣∣BNj (t)
∣∣
L2 ≤ z4(t). (4.11)

In the following lines, we are going to prove that (u,B) is the solution of (1.2). More precisely,
we want to prove that (u,B) Satisfies the following: for all (v,C) ∈ D(A1)×D(A2),

(u(t),v)L2 + (B(t),C)L2 + 1
Re

∫ T

0

((u(t),v))1dt+
1

Rm

∫ T

0

((B(t),C))2dt+∫ T

0

BNj0 (y(t), y(t), (v,C))dt =

∫ T

0

(G1(t,u(t− ρ1(t))),v)L2dt+∫ T

0

(G2(t,B(t− ρ2(t))),C)L2dt+ (u0,v)L2 + (B0,C)L2 .

(4.12)

This will be done by taking the limit when Nj → +∞ and, for all (v,C) ∈ D(A1)×D(A2), in
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(uNj (t),v)L2 + (BNj (t),C)L2 + 1
Re

∫ T

0

((uNj (t),v))1dt+
1

Rm

∫ T

0

((BNj (t),C))2dt+

=

∫ T

0

BNj0 (yNk(t), yNk(t), (v,C))dt+

∫ T

0

(G1(t,uNk(t− ρ1(t))),v)L2dt+∫ T

0

(G2(t,BNk(t− ρ2(t))),C)L2dt+ (u
Nj
0 ,v)L2 + (B

Nj
0 ,C)L2 .

(4.13)

By the assumptions,

(u
Nj
0 ,v)L2 → (u0,v)L2 and (B

Nj
0 ,C)L2 → (B0,C)L2 . (4.14)

In addition, since yNj → y weakly in L2(0, T ;V ), we claim that

1

Re

∫ T

0

((uNj (t),v))1dt→
1

Re

∫ T

0

((u(t),v))1dt (4.15)

and

1

Rm

∫ T

0

((BNj (t),C))2dt→
1

Rm

∫ T

0

((B(t),C))2dt . (4.16)

Now, for the delay terms, we will use the dominated convergence theorem, as in the proof of
the existence result.
Note that by (h2) and (h5), for a.e. t ∈ (0, T ), G1(t, .) : H1 → H1 and G2(t, .) : H2 → H2 are

continuous functions; then by (3.19), uNj → u and BNj → B strongly in L
2p

2p−1 (−h, T ;H1) and

L
2p

2p−1 (−h, T ;H2) respectively; consequently

G1(t,uNj (t− ρ1(t)))→ G1(t,u(t− ρ1(t))) in H1 a.e. in (0, T ) (4.17)

and
G2(t,BNj (t− ρ2(t)))→ G2(t,B(t− ρ2(t))) in H2 a.e. in (0, T ). (4.18)

On the other hand, using (4.11), (h3) and (h6), we have for a.e. t ∈ (0, T )∣∣G1(t,uNj (t− ρ1(t)))
∣∣
L2 ≤ g1/2

1 (t)
∣∣uNj (t− ρ1(t))

∣∣
L2 + ζ

1/2
1 (t)

≤ g1/2
1 (t)z1(t− ρ1(t)) + ζ

1/2
1 (t) ,

(4.19)

and ∣∣G2(t,BNj (t− ρ2(t)))
∣∣
L2 ≤ g1/2

2 (t)
∣∣BNj (t− ρ2(t))

∣∣
L2 + ζ

1/2
2 (t)

≤ g1/2
2 (t)z2(t− ρ2(t)) + ζ

1/2
2 (t) .

(4.20)

Then, by using a dominated convergence theorem, we have∫ T

0

(G1(t,uNk(t− ρ1(t))), v)L2dt→
∫ T

0

(G1(t,u(t− ρ1(t))),v)L2dt. (4.21)

∫ T

0

(G2(t,BNk(t− ρ2(t))), v)L2dt→
∫ T

0

(G2(t,B(t− ρ2(t))),v)L2dt. (4.22)

For the last term, we recall the definition of BNj0
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BNj0 (yNj (t), yNj (t), (v,C))
= FNj (‖uNj (t)‖V1)b(uNj (t),uNj (t),v)− SFNj (‖(uNj (t),BNj (t))‖V )b(BNj (t),BNj (t),v)
+FNj (‖(uNj (t),BNj (t))‖V )b(uNj (t),BNj (t),C)−
FNj (‖(uNj (t),BNj (t))‖V )b(BNj (t),uNj (t),C) .

(4.23)
It is manifest that in order to finish the proof of theorem 4.1, we need to prove that

FNj (‖(uNj (t),BNj (t))‖V )b(uNj (t),BNj (t),C)→ b(u(t),B(t),C) .

Similar reasoning will be made for other terms of (4.23). As in [26], we need to show that

FNj (‖(uNj (t),BNj (t))‖V )→ 1 in L2(0, T ). (4.24)

and
b(uNj (t),BNj (t),C)→ b(u(t),B(t),C). (4.25)

Thanks to ([6], lemma 12), (4.24) is true. On the other hand, for a.e.t ∈ (0, T ),

b(uNj (t),BNj (t),C) =
∑3
i,τ=1

∫
Ω

uNji (t)∂iB
Njτ (t)Cτdx

=
∑3
i,τ=1

∫
Ω

uNji(t)∂iB
Njτ (t)Cτdx

= −
∑3
i,τ=1

∫
Ω

uNji(t)∂iC
τ
B
Njτ (t)dx

→ −
∑3
i,τ=1

∫
Ω

ui(t)∂iC
τsBτ (t)dx

= b(u(t),B(t),C) ,

where ∂i = ∂
∂xi

. Then ∫ T

0

b(uNk(t),BNk(t),C)dt→
∫ T

0

b(u(t),B(t),C)dt . (4.26)

Now , we introduce the abbreviations , just to simplify our expressions

FNj (t) = FNj (‖(uNj (t),BNj (t))‖V ); bNj (t) = b(uNj (t),BNj (t),C) ,

b(t) = b(u(t),B(t),C) .

We want to prove that ∫ T

0

FNj (t)bNj (t)dt→
∫ T

0

b(t)dt . (4.27)

We have ∫ T

0

(
FNj (t)b

Nj (t)− b(t)
)
dt =

∫ T

0

(
FNj (t)− 1

)
bNj (t)dt+∫ T

0

(
bNj (t)− b(t)

)
dt .

(4.28)

From (4.26), we infer that
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∣∣∣∣∣
∫ T

0

(
FNj (t)b

Nj (t)− b(t)
)
dt

∣∣∣∣∣
2

≤
∫ T

0

∣∣FNj (t)− 1
∣∣2 dt∫ T

0

∣∣bNj (t)∣∣2 dt . (4.29)

But ∫ T

0

∣∣bNk(t)
∣∣2 dt ≤ c‖C‖V2 |A2C|L2

∫ T

0

|uNj (t)|L2‖B‖V2

≤ c‖C‖V2 |A2C|L2‖uNj (t)‖L∞(0,T ;H1)‖BNj‖L2(0,T ;V2)

< +∞ .

(4.30)

Then we deduce (4.27) and consequently the proof of theorem 4.1 since D(A) is dense in V. �
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