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Abstract. Reconstructing the missing meteorological site temperature
data is of great significance for analyzing climate change and predicting
related natural disasters, but is a trickily and urgently solved problem. In
the past, various interpolation methods were used to solve this problem,
but these methods basically ignored the temporal correlation of the site
itself. Recently, the methods based on machine learning have been widely
studied to solve this problem. However, these methods tend to handle
the missing value situation of single site, neglecting spatial correlation
between sites. Hence, we put forward a new spatiotemporal attention
neural network (STA-Net) for reconstructing missing data in multiple
meteorological sites. The STA-Net utilizes the currently state-of-the-art
encoder-decoder deep learning architecture and is composed of two sub-
networks which include local spatial attention mechanism (LSAM) and
multidimensional temporal self-attention mechanism (MTSAM), respec-
tively. Moreover, a multiple-meteorological-site data processing method
is developed to generate matrix datasets containing spatiotemporal infor-
mation so the STA-Net can be trained and tested. To evaluate the STA-
Net, a large number of experiments on real Tibet and Qamdo datasets
with the missing rates of 25%, 50% and 75%, respectively, are conducted,
meanwhile compared with U-Net, PConvU-Net and BiLSTM. Experi-
mental results have showed that our data processing method is effective
and meantime and our STA-Net achieves greater reconstruction effect.
In the case with the missing rate of 25% on Tibet test datasets and com-



2 T. Hou et al.

pared to the other three methods, the MAE declines by 60.21%, 36.42%
and 12.70%; the RMSE declines by 56.28%, 32.03% and 14.17%; the R2
increases by 0.75%, 0.20% and 0.07%.

Keywords: Attention mechanism - Deep learning - Neural networks -
Missing data imputation - Meteorological station data - Time series.

1 Introduction

In meteorological field, temperature data are mostly obtained from correspond-
ing meteorological stations. Complete temperature data are an important basis
for meteorologists to conduct the relevant weather forecast and climate analy-
sis; meanwhile, it also plays a critical role in agriculture and ecological research,
and is also an important data source for relevant scientific research [1-4]. But
the data obtained by meteorological sites are not always complete due to various
issues such as electromagnetic interference, equipment failure, harsh environmen-
tal conditions or manual operation errors, etc [2], [5], [6]. Thus, reconstructing
the missing temperature data is an essential previous work when ones conduct
relevant scientific studies, and is also a trickily and urgently solved problem.

In order to impute missing meteorological site temperature data, related re-
searchers have undertaken a lot of work, and proposed various kinds of methods.
Generally, these methods can be divided into two categories: traditional space-
based interpolation method and data-driven based machine learning method.
The methods based on traditional interpolation often use the mathematical or
physical properties in space to restore missing data [7]. For example, researchers
have already reconstructed the missing meteorological station temperature data
using interpolation based methods such as inverse-distance weighting (IDW)
[8], kriging [9, 10], thin-plate splines [11] and multiple regressions [12]. However,
these methods are inevitably affected by the spatial distance and the number of
meteorological stations [2], [5]. Besides, they seldom consider the specific geo-
graphical status of station position, being prone to causing that the theoretical
models used by such methods may not match the complexity of the actual data.
Such limitations would restrict the performance of the methods based on inter-
polation.

On the other hand, the data-driven methods represented by machine learning
can dig out the complex relationship or potential distribution that the data given
exist and thus reconstruct the missing meteorological station data. These meth-
ods can also be divided into two categories: traditional machine learning and
the most currently popular deep learning. Examples based on traditional ma-
chine learning to reconstruct various missing meteorological station data have
k-nearest neighbor [13], logistic regression [14] and autoregressive integrated
moving average [6], [15]. Although these methods have a relatively stronger im-
putation ability in datasets with a low missing rate, they may show a poor
performance on datasets with a relatively high missing rate [16].

Meantime, due to meteorological station data are typically time-series data,
in recent years, people have used deep learning models based sequence-to-
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sequence to impute various missing meteorological station data. For instance,
Cao et al. [17] applied bidirectional recurrent neural network (BiRNN) to recon-
struct multiple types of time series data, such as air quality data collected by
stations, etc. Zhang et al. [18,19] and Dagtekin et al. [20] used long short-term
memory (LSTM) [21] or gated recurrent units (GRUSs) to structure network ar-
chitectures to recover missing water quality data collected by stations. Xie et
al. [22] applied LSTM based model to impute missing temperature station data.
These models flexibly designed the corresponding network architecture based
on the data used and achieved better reconstruction effects. However, they only
considered the problem that the missing value existed in long-term time series
data collected by single station, neglecting spatial correlation between multiple
local sits.

To address against the faced problem, in this paper, we firstly propose a
weather station point data processing method. The datasets produced by this
method is a format of the numerical matrix, which can be input to the convolu-
tional neural network (CNN). That is, we solve a tricky problem that previously
people often use traditional interpolation method but not CNN-based network
to impute missing data in space. Secondly, we design a completely new spa-
tiotemporal attention neural network (STA-Net) which can effectively handle
spatiotemporal information through two attention mechanism: local spatial at-
tention mechanism (LSAM) and multidimensional temporal self-attention mech-
anism (MTSAM). In addition, this paper also discusses reconstruction effects of
the proposed model on Tibet and Qamdo datasets with different missing rate
25%, 50%, and 75%, which provides a new technical means for other similar
missing data imputation work.

The main contributions of this work include:(1) We design a simple multiple-
meteorological-station data processing method. The method can generate matrix
datasets containing spatiotemporal information. These generated datasets can
be input into the CNN. Hence, we now can dig out spatial correlation between
multiple local stations by taking advantage of CNN’s characteristics;(2) Propose
a novel reconstruction neural network (STA-Net) with a new spatiotemporal
attention based on encoder-decoder network architecture. Our model is able to
recover missing data based on the information from both the spatial and tem-
poral relation;(3) Design two new attention mechanism: local spatial attention
mechanism (LSAM) and multidimensional temporal self-attention mechanism
(MTSAM), respectively. The LSAM mainly handles spatial correlation between
multiple local meteorological site data. The MTSAM mainly solves the time
sequence relationship of single meteorological site data itself.

2 Related works

2.1 Missing data reconstruction

In many research areas, missing data reconstruction is an important and nec-
essarily previous beforehand work when conducting relevant scientific research.
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Especially in recent years, with the continuous significant progress in deep learn-
ing, people are more and more inclined to use deep learning knowledge to solve
this problem. For example, in the field of image repair, people have applied based
on CNN network structure for image repair [23-26]. Similarly, in geography and
meteorology, related researchers have begun to use deep learning networks to
repair a variety of missing data. For example, relevant researchers used CNN
based network model to reconstruct the global average temperature [27], recover
the land water storage data [28], repair the remote sensing sea surface temper-
ature image [29], and reconstruct the missing seismic data [7], [30]. In addition,
for the missing weather station data, in the past, people had used the interpola-
tion method for recovery. However, at present, based on meteorological station
data is a typical timing data, meteorologists often use the LSTM based network
model to repair the missing various meteorological data [17-20],[22]. However, so
far, no one has used CNN based networks to reconstruct missing meteorological
station data.

2.2 Attention

At present, much research has been done on attention. Here, we have selected
several representative models for a brief description. On spatial attention, Yu et
al. [31] first proposed contextual attention (CA) model which is used in image
repair tasks. However, the model is faced with a regular missing region data
reconstruction problem and is therefore not suitable for irregular ones. Although
Shin et al. [25] and Peng et al. [26] made some improvements to CA, having
not addressed the problem of irregular missing region data repair. On temporal
attention, Bahdanau et al. [32] first proposed the concept of attention, having
been applied to related temporal tasks and natural language translation tasks
[33]. Meanwhile, this attention explicitly models global dependencies, which has
been successfully applied in multiple models [34]. These tasks motivate us to try
using attention to improve network performance.

3 Methods and network architecture

3.1 A data processing method of meteorological stations

The original used meteorological datasets in this paper are provided by China
Meteorological Administration (http://data.cma.cn/) which is publicly accessi-
ble. They are Tibet regional meteorological datasets and Qamdo regional me-
teorological datasets, respectively. Both two datasets hourly store the observed
meteorological data in text format.

According to the actual situation, any meteorological station data have its
own idiosyncratic time sequence. Hence, we can apply LSTM-based neural net-
work to impute missing data. However, these network models hardly deal with
the spatial connection of multiple meteorological stations. Although the interpo-
lation methods can reconstruct missing values between multiple meteorological
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stations in space, these methods are usually driven by a mathematical or physi-
cal model [7], which is prone to cause incompatible between data and model. In
addition, these methods ignore the temporal relationship of the weather station
itself.

To overcome the above plights, we design a simple data processing method.
It generate a numerical matrix data set including spatiotemporal relationship.
The proposed method first selects s meteorological stations as the research ob-
ject, and then integrates the meteorological data observed within 24 hours in
chronological order (from 0:00 to 23:00). Finally, we will get a matrix data set
with dimensions of (24, s), where s is determined by the specific data set used.
In addition, the ranking of s meteorological sites is based on the order in which
they appear in the original data set.

Obviously, the new matrix data set can be used as the input of CNN, which
effectively alleviates the deficiencies of the interpolation methods, better coping
with spatial correlation between multiple local sites. At the same time, since
each column of data is still a time series data, we can still use the LSTM-
based network models. More importantly, this data set allows us to design a new
network architecture to reconstruct the missing value from the space and time
dimensions.

3.2 Attention mechanism and network architecture

Local spatial attention mechanism According to the characteristics of CNN,
convolution operation only simply aggregates local information [30], neglecting
the spatial correlation or similarity between adjacent local areas. Hence, when we
apply the neural network model only containing CNN to reconstruct the missing
data, a large missing rate will bring a great impact on the reconstruction effect.
In addition, our input data is two-dimensional numerical matrix mathematically
and basically can be equivalent to single channel image data. Meanwhile, previ-
ous studies showed that the nearby pixels between adjacent local areas in images
could keep consecutive and consistent in most cases [35-38]. Particularly, Yu et
al. [31] proposed contextual attention (CA) to repair the images including miss-
ing pixels by utilizing the principle. Therefore, based on the foregoing discussed
theories and methods, we design a local spatial attention mechanism, drawing
and exploiting the correlation in neighboring local areas to resolve the problem
encountered at the beginning of this paragraph.

In the original paper, the CA model only processed the situation that missing
pixels or part was regular. And it did not utilize all attention scores, either [26].
In contrast, the proposed local spatial attention model makes use of all the
corresponding masks to judge whether the filled missing values are valid.

Fig. 1 shows how the local spatial attention mechanism works. The input
feature map which concurrently can be regarded the as foreground feature map
and the background feature map. The foreground feature map matches with
the patches b,/ extracted from the background feature map by the way of
sliding WlndOW b, ' with the step acquiescently set to 1, which is similar to the
convolution operation. That is, the patches b,/ , can be treated as convolutional
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Fig. 1. Illustration of the local spatial attention mechanism. Firstly after the patches
extracted from background feature and foreground feature go through the similarity
matching calculation and softmax, we will get the attention scores. Meanwhile we
attain mask factor by utilizing mask update mechanism with corresponding mask.
Next, the result that deconvoluting attention score outputs and the mask factor execute
hadamard product (element-wise multiplication). Finally, we get the output feature

map.
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kernel whose size is set to (3, 3) in this paper, where (x/ , y/) denotes the central
coordinate of the patches in the background feature map. Let f, , denotes the sub
feature map corresponding to the current sliding (convolution) window. Then,
the attention score can be computed as:

_ fmy bx’,y’
5<m7y>,<z',y'>*<7”fg£ ||’b7> (1)
Y ZL’/,y/
U,y (o ') = SOTEMAT(QS(y 4y (07 1)) (2)

wherein s, .y ./ /) denotes cosine similarity between foyandb, -, Uz, (2 )
denotes the attention scores for f , corresponding to b,/ ,+, and « is a hyper-
parameter that avoids smaller values in performing softmax operations and is
set to 10.

By processing mask M corresponding to input feature map using the mask
update mechanism, we get the new mask and mask factor f,,, whose element
values can only be 1 or 0 which indicates whether the reconstructed missing
values are valid. The f,, is computed as:

frn = G(F(m,w")) 3)
wherein w! is a matrix with elements of all 1 whose size is same as bx/,y/7 and F'
and G denote convolutional function and cropping function that limits the value
to [0, 1], respectively.
Eventually, through the result output by the deconvolution operation Deconv
[39, 40] whose input is U y) (') a0d by v, and combines with f,, we can get
final outcome o, which is computed as:

0= fm © Deconv(a, ) ' )2z’ 4) (4)

wherein @ denotes element-wise multiplication.

Multidimensional temporal self-attention mechanism According to the
data processing method proposed, per column in input data has its own tempo-
ral relationship which can be acquired by making use of LSTM based network
models. In this paper, We used bidirectional LSTM (BiLSTM), an extended
version of BIRNN [17], to cope with the temporal relationship.

However, existing BILSTM simply concatenates forward hidden 7; and back-
ward hidden state ¥;, not taking into account that the elements corresponding
to sub dimensions between i and ¥; have different importance to the s;, where
7; and ¥; denote high-dimensional vectors, as shown in Fig. 2. In order to weigh
the significance of different sub elements values, we propose a multidimensional
temporal self-attention mechanism (MTSAM).

The MTSAM proposed works as Fig. 3 shows. For the input time se-
ries data X = (1,22, -+,% ", Ln-1,%n), when they are input into the
BiLSTM, we will obtain vector sequences of two states: forward hidden
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Fig. 2. Illustration of the existing BiLSTM model. The after input sequence data
X = (z1,@2,+,Tiy *+,Tn—1,Tn) go through BILSTM, we get a new sequence S =
(s1,82,+*,8i, ", 8n—1,8n). For each s;, it is attained by concatenating forward hid-
den states 7 and backward hidden states %7, namely which can be expressed as [75; i ).

states ¥ = (91, %, yl, C Un 1 ,7) and backward hidden states § =

(U1, %2, Yi, *,Un — 1,¥n). Here, we stack the states corresponding subscript
between 7 and %7, obtalmng the output S = (81,82, ,8i, ", Sn—1, Sn) Whose
size is [n, 2, hidden _size] contrary to the output of existing BiLSTM.

To figure out the influence degree between the element values in each sub
dimensions of the status s; in S on itself, we first transpose S and get the result
ST = (sT,sT - sT .-+ sT_| sT) whose size is [n, hidden_size, 2], computed
as follows:

ST =1(8) (5)

wherein T denotes transpose function. Next S7 enters a single layer perceptron
[41] and softmax operation layer, in turn. After this step, getting attention
scores S,, which is computed as follows:

sw = L(ST;0) (6)

Sq = softmax(sy) (7)

wherein L is a linear neural network, 6 denotes learnable parameters and s,
shows importance of the element values which are in each sub dimensions of
each sub status s; in S.
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Fig. 3. Illustration of the multidimensional temporal self-attention mechanism. After
input sequence data X = (x1,z2, -+, %, "+, Tn—1, Tn) go through BiLSTM, the output
sequence data S = (s1,82, -, 8i, "+, Sn—1, Sn) is obtained by stacking forward hidden
states 77 and backward hidden states f; not concatenating them. Then the output S7
after transposing S executes the linear and softmax operations to get self-attention
scores s*. Finally after summing the hadamard product of S7 and s*, getting ultimate
result.

Finally, we calculate the weighted sum ST of the attention scores s, and ST.
Now each dimension of ST fuses the forward and backward information, which
makes the amount of messages implied in S unchanged, but reduces data size
by half compared with the previous BiLSTM model output. Hence, the cost of
subsequent operations can be reduced. The SZ is computed as:

ST = Sum(s, © ST) (8)

wherein ©® denotes element-wise multiplication and Sum represents summarizing
function.

Variable factor analysis Intuitively, the temperature of a specific geographical
environment is affected by a variety of factors. These factors usually include solar
altitude (SA), latitude (Lat), longitude (Lon), cloud thickness (C'T), cloud range
(CR), wind speed (W), and other related factors. Apparently, the influence
focus of these factors on temperature varies in different regions and in different
time periods. Here we express this relation by applying a function, which is
defined as:

Tem = F.(SA, Lat, Lon,CT,CR,WS,- ) 9)
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wherein Tem is multivariate function value, F,. denotes a multivariate function
and SA et al. is variable.

When performing temporal regularity analysis of a certain meteorological
site, the temperature data need to be decomposed and had better to be expressed
by many factors, which is defined as:

F,, = NNy(Tem;0) (10)

wherein NN, denotes a neural network layer with learnable parameter 6, and
F,, is a multivariable representation symbol.

Specifically, by studying changes in the number of variables impacted on
Tem, finding that the the size of hyperparameter hidden _size has an extremely
similar meaning as F,,, and NN, can be understood as the function consisting
of the BILSTM with learnable parameters 6. We will further elaborate this in
detail in ablation experiments to clarify their relationship.

Network architecture In order to extract the spatiotemporal information of
used data as much as possible to make the filled missing data more accurate,
we carefully design a new network architecture containing spatiotemporal atten-
tion mechanism. It is named as spatiotemporal attention network (STA-Net),
as shown in Fig. 4. STA-Net is made up of two encoder-decoder based sub net-
work frameworks: the PConvU-Net [24] based on local spatial attention model
(LSAPConvU-Net) and the PConvU-Net based on multidimensional temporal
self-attention model (MTSAPConvU-Net). And both two sub-networks are based
on encoder-decoder architecture [23].

The encoder layers and decoder layers of both LSAPConvU-Net and
MTSAPConvU-Net adopt partial convolution (PConv) [24] block as shown in
Fig. 7. By using the PConv in encoder layers, more abstract and higher repre-
sentation or feature map [23] could be obtained. In decoder layers, utilize such
features and the output of encoder layers to reconstruct the missing information
[24]. Meanwhile, in both LSAPConvU-Net and MTSAPConvU-Net, we use the
Hardswish activation function [42] but not the ReLU activation function [43] in
encoder layers and the LeakyReLu activation function [44,45] in decoder lay-
ers to accelerate network training. Following the activation function, the batch
normalization [46] is also applied to accelerate training and improve the net-
work performance. Besides, the architectures based on PConvU-Net apply the
skip connections to the two corresponding feature maps in both encoder and de-
coder layers, which not only promotes the network performance and the training
speed, but also alleviates the phenomenon of gradient disappearance or explo-
sion, which is similar as the residual net [47]. In skip connections, the upsampling
keeps the size of the two corresponding feature maps same. In the whole network
architecture, the convolutional kernel size in both encoder and decoder layers is
set to . The stride is set to 2 in encoder layers and set to 1 in decoder layers. In
the last layer of network, kernel size, out-channels and stride are set to , 1 and
1, separately. The detailed parameters could be found in Table 1.
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Fig. 4. The architecture of STA-Net which is consisting of two sub-networks: the
PConvU-Net based on local spatial attention model on top (LSAPConvU-Net) and
the PConvU-Net based on multidimensional temporal self-attention model beneath
(MTSAPConvU-Net). First, we input the mask data (X ® M) into both sub-networks,
in turns. In MTSAPConvU-Net, the result obtained through PConvU-Net will be first
multiplied by M (which equals to 1 — M), secondly added by the mask data and in-
put into multidimensional temporal self-attention. Next we concatenate the output
of the two sub-networks. Finally, after the concatenated result goes through the last
layer, we can get the final reconstruction data Y. The local spatial attention model
(LSAM), multidimensional temporal self-attention model (MTSAM) and PConv Block
are shown as Fig. 5, Fig. 6 and Fig. 7, respectively.

3.3 Loss function

When training a neural network, we need a suitable loss function to guide the
network to convergence [30]. In meteorological field, root mean squared error
(RMSE) is mostly used as the evaluation index for the reconstruction algorithm
of missing data. Concurrently, due to the data input to proposed network is a
numerical matrix which can be regarded as image data, we can also use the loss
function in the field of image repair. According to the above reason, here we
chose the Lo function with a mask [23] as our loss function. For each ground
truth input data X with corresponding mask M, our reconstruction network R
can output corresponding imputation result R(X ® M). M is a binary mask with
the same size as X, where 0 corresponds to the data is discarded while 1 means
the opposite. Then the loss function is expressed as:

Lossmse:H(X_R(XQM))@(]'_M)Hg (11)

wherein © is the element-wise product operation. In our experiments, mimicking
the preprocessing method of the image data in the computer vision (CV) field
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Fig. 5. The local spatial attention model. Taking the output from the upper layer
of neural network as input, then passing through PConv Block and the local spatial
attention mechanism, concatenating the output of two networks by channels to obtain
result with local spatial information.

Input

v

| MTSAM |

| Linear
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Fig. 6. The multidimensional temporal self-attention model. After the output of the
previous layer goes through multidimensional temporal self-attention mechanism, ex-
pression containing timing information could be obtained. Since multidimensional tem-
poral self-attention will change the size of input data, we apply the linear network to
deal with this issue and get the output with temporal correlation.

Output

Fig. 7. The partial convolution block.
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Table 1. The details of STA-Net

subnetwork name [net namel|kernel size|in channelsjout channels|stride|activation function
Netl 3 1 32 2 Hardswish
Net2 3 64 128 2 Hardswish
Net3 3 256 512 2 Hardswish
Net4 3 1024 1024 2 Hardswish
Netb 3 2048 2048 2 Hardswish
LSAPConvU-Net | o6 3 6144 1536 1 | LeakyReLU(0.3)
Net7 3 4096 1024 1 | LeakyReLU(0.3)
Net8 3 2304 576 1 LeakyReLU(0.3)
Net9 3 1216 304 1 | LeakyReLU(0.3)
Net10 3 609 1 1 LeakyReLU(1.)
Netl 3 1 32 2 Hardswish
Net2 3 32 64 2 Hardswish
Net3 3 64 128 2 Hardswish
Net4 3 128 256 2 Hardswish
Netb 3 256 512 2 Hardswish
MTSAPConvU-Net| 6 3 768 384 1 | LeakyReLU(0.3)
Net7 3 512 256 1 | LeakyReLU(0.3)
Net8 3 320 160 1 | LeakyReLU(0.3)
Net9 3 192 96 1 | LeakyReLU(0.3)
Net10 3 97 1 1 LeakyReLU(1.)
last layer Net 3 2 1 1 LeakyReLU(1.)

before being input to the network [23-26], the data used was normalized to
minimum-maximum normalization between [—1, 1].

4 Experiments

To evaluate the imputation effectiveness of the spatiotemporal attention net-
work (STA-Net) in the meteorological missing data reconstruction task, in three
different missing rates: 25%, 50% and 75%, we performed a large number of ex-
periments on two meteorological station datasets: Tibet and Qamdo. Meanwhile,
STA-net was compared with other three classical models: U-Net [48], BILSTM
[17] and PConv-Net [24]. Besides, to examine the effectiveness of each part and
design attention, we also performed ablation experiments on the Tibet dataset
with three missing rates: 25%, 50% and 75%.

4.1 Experimental details and evaluation indicators

In training networks, the Adam algorithm [49] was used as the optimizer with
an initial learning rate le=3. When the test rmse remained unchanged for 10
consecutive times, learning rate was reduced to one-tenth of the last time until
le~®. The stochastic gradient descent (SGD) [50] was used to train our models
where the batch size was set to 32, and training epoch was set to 300, 400 or 600
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as required. Our all models have been trained and tested upon a server configured
with Nvidia Tesla T4 GPUs, intel(R) Xeon(R) Gold 6242 CPU @ 2.80GHz and
386G memory. Meantime, in order to measure the reconstruction performance
of four models, we selected three different indicators, including mean absolute
error (MAE) and root mean squared error (RMSE)[2,5,17,18], coefficient of
determination (R?) [51], computed as follows:

1 n
MAE—;;\%—%\ (12>

1 n
— | = )2
RMSE = ”Z}ﬁ i) (13)

i (@i —7)?

wherein z; and y; are true and imputation values, respectively. T is mean value.

4.2 Datasets and mask

TibetDataset The original Tibet meteorological data set recorded the meteo-
rological data observed hourly from 2009 to 2019. Used this data set, s was set
to 61. After it went through the proposed data processing method, missing data
was eliminated to avoid the impact of missing values contained in the data on
the experimental accuracy. The non-missing data used in the experiment was
obtained, named as TND. The TND contains 2918 numeric matrices and is di-
vided into two parts: training set (80% of the total) and test set (20% of the
total). The size of each numeric matrix is (24, 61).

QamdoDataset The original Qamdo meteorological data set records the mete-
orological data observed hourly from 1978 to 2020. We chose 37 meteorological
observation stations in Qamdo area to use in the following experiment, that is,
s is set to 37. The relevant data processing process is same as TND. Finally, we
acquired the the non-missing data used in the experiment, named as QND, in
which 80% was used for training and 20% for testing and validation. It contained
4980 numeric matrices whose size was (24, 37).

Mask To simulate the actual situation, we also analyzed the change rule of
missing values of meteorological stations and found that the missing values were
random in time. Based on the findings, by randomly masking at time, we made
binary mask matrix with different missing ratios whose dimension was the same
as used data.
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4.3 Experimental results

Analysis of TND experimental results To compare the performance of four
models in meteorological missing data reconstruction, we conducted experiments
on the TND dataset when missing rates were 25%, 50% and 75%, respectively.
We use three evaluation metrics for comparison: MAE, RMSE, and R2. Table 2
lists the performance comparison of STA-Net with other methods on the TND
dataset, and the best results are shown in bold. Moreover, by filling the missing
data of a single site within different missing rates, we try to show the performance
difference between models from the side. Here, we select Lhasa weather station
as a representative example, the experimental results are shown in Fig. 8, Fig.
9 and Fig. 10.

Table 2. Performance comparison results of different models with 25%, 50% and 75%
missing rate on TND dataset.

Missing rate] Method |[MAE(])[RMSE({)[ R*(1)
U-Net[48] | 0.3594 | 0.9362 |0.9980

950, |PComv-Net[24]| 0.2249 | 0.6022 |0.9962
BiLSTMJ17] | 0.1638 | 0.4769 |0.9975
STA-Net(ours)| 0.1430 | 0.4093 [0.9982
U-Net[48] | 0.8113 | 1.4799 [0.9770

509  |PComv-Net[24]) 0.5648 | 1.0530 |0.9883
BiLSTM[17] | 0.4248 | 0.8599 |0.9920
STA-Net(ours)| 0.3874 | 0.7536 (0.9939
U-Net[48] | 1.2252 | 1.8140 |0.9654

759, |PComv-Net[24]| 1.1098 | 1.6656 | 0.9707
BiLSTM[17] | 0.8915 | 1.4296 |0.9778
STA-Net(ours)| 0.8819 | 1.3496 |0.9794

As it can be observed from the results in Table 2 and figures, the performance
of STA-Net is the best compared to other methods. For example, in the case with
the missing rate of 25% on test datasets and compared to the other three meth-
ods, the MAE declines by 60.21%, 36.42% and 12.70%; the RMSE declines by
56.28%, 32.03% and 14.17%; the R2 increases by 0.75%, 0.20% and 0.07%. At the
same time, the experimental results also show that the multiple-meteorological-
station data processing method proposed is effective and workable. Furthermore,
the results also reflect that PConvU-Net performs better than U-Net, since par-
tial convolution is proposed to solve the problem that ordinary convolutional
neural network does not take into account the effect of the missing part on the
extracted spatial features [24] in image repair field. Meanwhile, the performance
of BiLSTM is much better than PConvU-Net and U-Net, since temporal depen-
dence of site data self is stronger than spatial correlation reflected by matrix data
generated by our data processing method. However, these models do not perform
as well as STA-Net, since it makes full use of space-time correlation through the
two attention mechanisms designed. The experimental results demonstrate that
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Fig. 8. The differences between reconstruction values Y and real values X and when
the missing rate is 25% on TND test datasets, which are obtained by different models
in Lhasa meteorological station.
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Fig. 9. The differences between reconstruction values Y and real values X and when
the missing rate is 50% on TND test datasets, which are obtained by different models
in Lhasa meteorological station.
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Fig. 10. The differences between reconstruction values Y and real values X and when
the missing rate is 75% on TND test datasets, which are obtained by different models
in Lhasa meteorological station.

our constructed spatiotemporal attention neural network is effective in meteo-
rological missing data reconstruction tasks.

Analysis of QND experimental results To further evaluate the performance
of our method in meteorological missing data reconstruction, we conducted ex-
periments with 25%, 50% and 75% missing rate on QND dataset. Table 3 lists the
performance comparison of STA-Net with other methods on the QND dataset,
and the best results are shown in bold. It can be again observed that the designed
data preprocessing method is effective and feasible, and generated datasets not
only utilizes CNN-based networks to reconstruct missing data in space but also
makes use of LSTM-based models to fill missing data in time sequence.

Besides, due to the meteorological stations in Qamdo area are relatively closer
geographically compared with TND, the QND has stronger spatial correlation.
Hence the performance gaps between PConvU-Net and BiLSTM are smaller.
However, since these two models only consider space or time correlation, their
reconstruction effects are not as good as STA-Net. As the same as previous exper-
iments, here, Qamdo meteorological station is selected to side-on show analogous
conclusions, the corresponding experimental results are shown in Fig. 11, Fig.
12 and Fig. 13. To sum up, the experimental results again show that our con-
structed spatiotemporal attention neural network is effective in meteorological
missing data reconstruction tasks.
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Table 3. Performance comparison results of different models with 25%, 50% and 75%
missing rate on QND dataset

Missing rate] Method [MAE(})[RMSE({)] R*(1)
U-Net[48] 0.2252 | 0.6088 |0.9954
925% PConv-Net[24]| 0.1670 | 0.4642 |0.9973
BILSTM][17] | 0.1509 | 0.4400 |0.9976
STA-Net(ours)| 0.1427 | 0.4054 |0.9980
U-Net[48] 0.5420 | 1.0274 |0.9869
50% PConv-Net[24]| 0.4232 | 0.8135 [0.9918
BILSTM][17] | 0.3937 | 0.7945 |0.9923
STA-Net(ours)| 0.3303 | 0.6574 |0.9946
U-Net[48] 0.9463 | 1.4563 |0.9738
75% PConv-Net[24]| 0.9508 | 1.4454 |0.9743
BiLSTM][17] | 0.8543 | 1.3749 |0.9769
STA-Net(ours)| 0.6480 | 1.0326 (0.9869
-#- Real Temperature Data
101 PConvU-Net % [
—& U-Net ;1 ffll
|4 msm I Filg
051 —# STA-Net \ FiT
\.‘ JJ 2 i ff \

0.0 4

5
c
o
g
K \ !
Z 0.5 ¥
o i [
g \ # P
= \f i
B / !
T 1.0 A . btd
o [
; |
[ 1!
i
-1.5 4 |
i
]
i
i
-2.01 it
]
1
*
e e I B e R N SR SR
R R R R e NN NN
EERTREGESE8B8SERUELGOG SRR
cboobtoooo000o000bodEg B
C OO0 000 0000 OO0OCO0ODO0OCO0OD OO0 OCOoOOoO
Time

Fig. 11. The differences between reconstruction values Y and real values X and when
the missing rate is 25% on QND test datasets, which are obtained by different models
in Qamdo meteorological station.
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Fig. 12. The differences between reconstruction values Y and real values X and when
the missing rate is 50% on QND test datasets, which are obtained by different models

in Qamdo meteorological station.
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Fig. 13. The differences between reconstruction values Y and real values X and when
the missing rate is 75% on QND test datasets, which are obtained by different models

in Qamdo meteorological station.
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4.4 Ablation experiments

We conduct the ablation experiments on the TND dataset with the 25%, 50%
and 75% missing rate to evaluate that two different factors have an impact on
network performance.

Effectiveness of the spatiotemporal attention model To validate the effec-
tiveness and superiority of the local spatial attention model (LSAM) and multi-
dimensional temporal self-attention model (MTSAM), we take the PConvU-Net
as baseline network architecture. Then conduct the corresponding ablation ex-
periments with the 25%, 50% and 75% missing rate, respectively. The results of
ablation experiment are shown Table 4.

Table 4. The results of ablation experiments on STA-Net

Missing rate Method MAE()[RMSE(])] RZ(1)
Baseline 0.2249 | 0.6022 |0.9962

95% Baseline+ LSAM | 0.1897 | 0.5117 |0.9972
Baseline -MTSAM| 0.1487 | 0.4216 |0.9981
STA-Net(ours) |0.1430| 0.4093 |0.9982

Baseline 0.5648 | 1.0530 |0.9883

50% Baseline+LSAM | 0.5201 | 0.9703 |0.9899
Baseline - MTSAM| 0.4154 | 0.7989 |0.9931
STA-Net(ours) |0.3874| 0.7536 |0.9939

Baseline 1.1098 | 1.6656 |0.9707

5% Baseline+LSAM | 1.0011 | 1.5165 |0.9753
Baseline+-MTSAM]| 0.9363 | 1.4252 |0.9781
STA-Net(ours) |0.8819| 1.3496 (0.9794

Obviously, since PConvU-Net does not consider local spatial and temporal
relations, its performance is worst. When LSAM or MTSAM is combined, due
to the using attention mechanisms, spatial or temporal information is obtained
so that the effect of reconstruction can get improved. When both LSAM and
MTSAM are integrated, the performance will be the best because of obtaining
spatiotemporal information.

Effectiveness of the hyperparameter hidden size The hyperparameter
hidden _size in LSTM is closely related to the types of factors affecting the
temperature of meteorological stations. Typically, the performance of LSTM
based models is influenced by it. Here, for simplicity, we conduct the ablation
experiments with the 25%, 50% and 75% missing rate on MTSAPConvU-Net.
The hidden size is set to 1, 32, 64, 128, and 256, respectively, to observe the
impact on MTSAPConvU-Net. The results of ablation experiment are shown in
Table 5, which show the impact from hidden size into MTSAPConvU-Net.
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Table 5. The results of ablation experiments on MTSAPConvU-Net

Missing rate[Hidden size] MAE(]) [RMSE(])[ R*(1)
1 0.1991 0.5523 |0.9968

32 0.1774 | 0.4883 |0.9975

25% 64 0.1773 0.4886 [0.9975
128 0.1487 | 0.4216 [0.9981

256 0.1731 0.4836 |0.9975

1 0.5208 | 0.9826 |0.9898

32 0.4549 | 0.8655 |0.9921

50% 64 0.4750 0.8990 |0.9913
128 0.4154 | 0.7989 [0.9931

256 0.4186 | 0.8024 |0.9929

1 1.0223 1.5736 |0.9744

32 0.0.9363| 1.4252 [0.9781

75% 64 0.9928 1.4497 |0.9762
128 0.9535 1.4491 |0.9774

256 0.9438 1.4340 |0.9779

It is observed from the experimental results in Table 5 that the performance
comparison in different settings of the hidden size. Roughly, as the hidden size
becomes larger, the performance of the model increases first and then drop.
We infer that when the hidden size is small, multiple factors decomposed cannot
fully express the data, which suppresses the performance of the model. Especially
when it is set to 1 as an extreme setting, only one constraint has an impact on the
data and the model performance theoretically is the worst in this case. However,
if the size is too big, a huge number of factors may lead to over expression of
the data, which will also degrade the performance of the model due to resource
waste and reduce the time efficiency. Hence, the hidden size should be cautiously
set in a reasonable range to achieve the best performance.

5 Conclusion and future work

In this research, we mainly designed a now network architecture STA-Net to
fill missing data in multiple meteorological station data. We first proposed a
simply novel a multiple-meteorological-station data processing method, making
generated data able to utilize currently the most popular CNN to fill the missing
values. At the same time, in order to exploit the spatio-temporal correlation in
data as much as possible, we designed two attention mechanisms: local spatial
attention mechanism and multidimensional temporal self-attention mechanism.
Through a large number of experiments, it has been proved that the proposed
data processing method is feasible. By conducting the ablation study, we fur-
ther confirmed that the two attention models could greatly improve the effect
of missing value reconstruction. In this way, our work can provide a meaning-
ful reference for the repair of missing values of multiple meteorological station
data, even other kinds of data. In the future, we will further extend our current
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framework to be applicable to support other types of meteorological data, such
as wind speed, relative humidity and so on. In addition, better network models
could be further exploited to improve the accuracy and time.
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