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Abstract. Network intrusion detection is an important component of
network security. Currently, the popular detection technology used the
traditional machine learning algorithms to train the intrusion samples,
so as to obtain the intrusion detection model. However, these algorithms
have the disadvantage of low detection rate. Deep learning is more ad-
vanced technology that automatically extracts features from samples.
In view of the fact that the accuracy of intrusion detection is not high
in traditional machine learning technology, this paper proposes a net-
work intrusion detection model based on convolutional neural network
algorithm. The model can automatically extract the effective features of
intrusion samples, so that the intrusion samples can be accurately clas-
sified. Experimental results on KDD99 datasets show that the proposed
model can greatly improve the accuracy of intrusion detection.
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1 INTRODUCTION

With the development of Internet technology, more and more physical devices
are connected to the Internet. The connection between devices resulted in a large
amount of data being generated and saved. The era of "big data" came into be-
ing, however, some valuable data is exposed due to lack of protection measures
especially when the device transmits data through continuous connection, thus
causing huge losses to individuals and even to the whole country [1]. Many ma-
chine learning algorithms are used for malware/intrusion detection so far. Khan
et. al. [2,3] analysed ResNet and GoogleNet models for malware detection which
are based on CNN. Kumar et. al. [4] used CNN model for malicious code de-
tection based on pattern recognition. With the increasing number of networked
devices, network systems will become more vulnerable. This gives hackers an op-
portunity to steal data, user privacy, and trade secrets more easily [5]. Although
people have tried their best to protect their important information, due to the
complexity of the network system and the richness of attack methods, cyber



attacks continue to occur [6]. Given these circumstances, cyber attack detection
methods should be smarter and more efficient than ever before, in order to detect
and prevent the growing hacking technology . This paper presents a method of
network anomaly detection based on deep learning. Experimental results show
that this method can identify daily cyber attacks quickly and efficiently.

This paper studies the network intrusion detection based on convolutional
neural networks (CNN) and combines the convolution and pooling operations
to better extract the feature relationships between the data. This not only fails
to solve the problem of traditional machine learning models. The deep-seated
mining of the relationship between data features and the better understanding
of the relationships between features than general neural networks.

2 Related work

Intrusion detection technology is an important part of computer network secu-
rity. The concept of intrusion detection was first proposed by James Nderson
in 1980 [7]. The goal of intrusion detection is to correctly identify abnormal
network behavior. The current popular intrusion detection method is to reduce
the error rate by using different machine learning techniques. Chung et al. [§],
constructed a set of human intrusion detection models by combining various
machine learning algorithms, such as support vector machines, Bayesian classi-
fication, and decision trees. Pan et al. [9], proposed a hybrid machine learning
technique combining Zhi-Mean and SVM to detect attacks. Shin et al. [10], used
the bogey-means algorithm to calculate the similarity between data, and by ad-
justing the parameters. Azab et. al. [11] proposed machine learning techniques
for Zeus V1.x, Zeus V2.x and benign HTTP traffic detection in networks. Ba-
makan et al. [12], and Mohamad Tahir et al. [13|, applied neural network to
detect intrusion in the network. Zhao [14], proposed the LSSVM model for net-
work intrusion detection. Jha et al. [15], used hidden Markov models to study
network intrusion detection. Bamakan et al. [12], used KSVC to classify network
intrusions. Horng et al. [16], applied the SVM method to IDS. Traditional ma-
chine learning methods are very effective in intrusion detection, but they also
have limitations, because the traditional machine learning technology needs to
artificially construct sample features. Its performance is dependent on its qual-
ity. In order to solve this problem, researchers have introduced deep learning
techniques. Gao et al. [17], applied deep trust network in intrusion detection
and achieved better results than other traditional machine learning methods.
Raman [18], applied probabilistic neural networks to detection techniques. Ped-
dabachigari [19], proposed a hybrid intrusion detection model based on deep
learning and verified that the model is more efficient than traditional machine
learning methods.



3 Model design

3.1 Architecture of Convolutional Neural Network

As shown in Figure 1, the convolutional neural network structure is composed
of input, convolutional layer, pooled layer, fully connected layer and output
layer. The convolutional neural networks with different structures have different
numbers of convolution and pooling layers. Assuming that the input feature of
the convolutional neural network is X, and the feature map of the i-th layer is
M;(My = X), the convolution process can be expressed as:

M; = f(M;—1 ® w; + b;) (1)
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Fig. 1. Convolutional neural network classical structure diagram

W; is the weight vector of the convolution kernel of the i-th layer, the opera-
tion symbol ) represents the convolution operation, and is the offset vector of
the i-th layer, and (z) is the excitation function. In the convolution process, the
convolution kernel constructs new features by repeating the convolution opera-
tion with the input features. When convolving with a convolutional kernel, the
principle of “parameter sharing” is followed. That is, sharing the same weights
and offsets makes the number of parameters of the entire neural network greatly
reduced.

The pooling layer usually samples the feature map according to different
sampling rules after the convolution layer. Assume M For the input of the pool-
ing layer, H; is the output of the pooling layer, then the pooling layer can be
represented as:

Hy = subsampling(M;_1) (2)

3.2 Intrusion Detection Model Framework

Figure 2 is a network intrusion detection framework based on convolutional
neural network algorithm used in this paper. It can be seen in Figure 2, that the
framework mainly consists of three steps:



Step 1. Data preprocessing: It mainly converts symbolic data into nu-
merical data, and then normalizes the data. Details are given section 4.2.

Step 2. Training and Feature Extraction: Use our designed CNN model
for data training and feature extraction.

Step 3. Classification: Use the softmax classifier to classify and get the
classification results.

We designed an efficient convolutional neural network. The entire network
consists of three hidden layers. Each hidden layer contains a convolutional layer
and a pooling layer. The number of convolution kernels is different for each
hidden layer. The network uses 2x2 convolution kernels and 2x2 pooled cores
to enhance performance by continuously deepening the network structure. The
number of convolution kernels in each convolutional layer in the network is differ-
ent. The more the number of post-convolution kernels (32-64-128), this practice
of increasing the number of convolution kernels maps the original features into
high-dimensional space, thereby enhancing the ability to learn features.

Conv 2-32
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Data naturalization

Data Processing
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Fig. 2. Proposed Model for Intrusion Detection

4 Experiments and analysis

4.1 Dataset

The data set used in this paper is the KDD99 data set. The data set divides
network intrusion into 5 categories: Normal, DOS, R2L, U2R, and probing.Each
behavior is represented by its features. This paper uses KDD99 dataset to train
the model. This data set contains 494021 training samples and 311029 test sam-
ples, The distribution of various types of invasion is shown in Table 1.



Table 1. Distribution of KDD99 datasets

lAttack Type‘Training Sets‘Testing Sets‘

Normal 97278 60593
DOS 391 458 229 853
R2L 1126 16189
U2R 32 228

probe 4107 4166

4.2 Data preprocessing

The KDD99 dataset contains 41 features per record. It contains 38 numerical
features and 3 symbolic features. For these features, the dataset needed to be
processed separately.

1) Numerical characterization of symbolic features: For the three
symbolic features we used the one-hot method to digitize, for example, for the
protocol-type feature, it contains 3 characters No. i.e., tcp, udp, icmp, we convert
it to [1, o, o], [0, 1, o], [0, 0, 1], so we converted the 1D vector into a 3D vec-
tor. Similarly, for the service feature, it contains 70 symbols and we converted
it to a 70-dimensional vector. For flag features, it packs with 11 symbols, we
converted to 11-dimensional vectors. Through the above operation, we map the
three symbolic features into 84-dimensional vectors.

2) Normalization of numerical features: For numerical features, due to
the different dimensions, the magnitudes of the numerical features are very dif-
ferent. Therefore, in order to eliminate the influence of dimension differences, it
is necessary to carry out numerical values. The normalized formula is as follows:

x — Min
_ n_ 3
= Maz — Min (3)

4.3 Experimental evaluation standard

This experiment uses accuracy (AC) as an evaluation index to measure the effect
of the model. AC formula is as follows:

TP+ TN
AC_TP+TN+FP+FN (4)

Among them, TP is the number of samples of attack behaviors that are
correctly classified;

TN is the number of samples of normal behaviors that are correctly classified;

FP is the number of samples of normal behaviors that are misclassified;

FN is the number of samples of misclassified attack behaviors.

4.4 Analysis of Experimental Results

The data used in this article is a 10% KDD99 dataset use Accuracy (AC) as
a verification indicator. The convolution kernel has a convolution kernel whose



Table 2. Metrics for Prediction

Predicted
Normal Attack
Normal | TN FP
Attack [FN TP

Actual

length and width are both set to 2, the step length is set to 1, the length and
width of the pooling layer are both set to 2, the step length is set to 2, and
the pooled layer adopts max. The pooling algorithm performs down sampling
using the Adam optimization algorithm to optimize the loss function. We observe
changes in accuracy by setting the number of epochs in the convolutional neural
network. From figure 3 it can be seen that with the continuous increase in the
number of epoch, accuracy is rising. It is also observed in Figure 3 that the
accuracy is rising when we increase the number of epochs.
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Fig. 3. Increasing accuracy of test results by increasing the number of epochs

Table 3 compares the detection effect by accuracy of the model and SVM,
DBN and CNN algorithms. It can be seen that the detection effect of the im-
proved CNN model is higher than that of other algorithms. Therefore, the pro-
posed model is effective.

5 Conclusion

The application of convolutional neural network algorithm in intrusion detection
is a new idea. This paper proposes a method combining convolutional neural net-
work algorithm and softmax algorithm. The experimental results show that this



Table 3. Comparison of SVM, DBN and Improved CNN models

Model Accuracy %
SVM 98.20
DBN 98.59

Improved CNN 99.23

100 A

@ ®
(=] o
1 1

Accuracy in %
B

o

N

20 4

SVM DBN Improved CNN
Models

Fig. 4. Comparison of the Improved CNN and other models

model can improve the accuracy of human intrusion detection and improve the
performance of human invading detection system. It is observed in the results
that the accuracy is increasing when we increase the number of epochs. It is also

observed that the proposed model performed better as compare to SVM and
DBN models.
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