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Abstract. This paper aims to identify, collect and combine relevant
literature about basic recommendation approaches. It covers four main
types of recommenders: Collaborative filtering, content-based filtering,
knowledge-based recommendation and hybrid recommendation. In ad-
dition, further approaches commonly described in scientific studies are
briefly introduced. Furthermore, challenges of recommendation systems
are discussed. The paper finally covers cognitive recommendation be-
ing a newly developed approach potentially counteracting various of the
discussed challenges. The paper concludes with corresponding topics for
further research.
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1 Introduction

Since the advent of modern communication technologies, consumers are
constantly provided with an excessive quantity of information (Fouladi
and Navimipour 2017)). Thus, consumers are having difficulties in grasp-
ing the issue and, consequently, in finding satisfactory solutions. Recom-
mendation systems are information filtering systems that aim to support
users in various decision-making processes with personalized item sugges-
tions. In general, the systems predict a user’s rating for a particular item
based on individual preferences and constraints and output lists of items
ranked by their relevance to the user (Ricci, Rokach, and Shapira 2011,

The first recommendation systems have emerged in the early 1990 and,
since then, have proven to be effective particularly in the field of e-
commerce (Jannach et al. 2010). Recommenders appear to be very useful
in situations where enormous amounts of data need to be processed to



acquire relevant information (Alyari and Navimipour|2018). There are dif-
ferent approaches a recommendation engine might take for information
filtering. Collaborative filtering bases its suggestions on user-item interac-
tions while content-based filtering utilizes characteristic item information
to predict ratings of a user (N. Singh et al. 2019)). In contrast, knowledge-
based recommenders rely on domain knowledge encoded in the system
and applied to users’ preferences and constraints to generate suggestions
(Bouraga et al. [2014). To limit any existing drawbacks of individual sys-
tems different hybridization methods can be applied (Jannach et al. 2010)).
Due to ongoing technological advances, various novel strategies emerged
based on the basic approaches presented, such as social network-based or
IoT-based recommendation systems (N. Singh et al. 2019).

The main goal of this literature summary is to outline the prevailing
findings on basic recommendation algorithms. Additionally, the authors
aimed to find potentials for further advancements in the field of recom-
mendation systems. The following paragraph outlines the topics which
are covered within this paper.

In collaborative filtering and both its approaches user-based
and item-based recommendation is outlined. The following [chapter 3| cov-
ers content-based filtering. about knowledge-based recommen-
dation is further split into the two subsections case-based
recommendation and constraint-based recommendation. Dif-
ferent methods of hybridization are discussed in [chapter bl [Chapter 6|
covers further recommendation algorithms, namely demographic-based
recommendation in utility-based recommendation in
critique-based recommendation in and group-based
recommendation in Based on fundamental challenges of rec-
ommendation systems outlined in [chapter 7] [chapter §| covers topics of

further research. The paper summarizes all findings in

2 Collaborative Filtering

With the development of collaborative filtering (CF) in 1990 an important
milestone for further research of recommender systems has been set (Ko
et al.|2022). The basic functionality of the recommendation method orig-
inates from the principle of word of mouth, which usually comes from the
immediate environment such as family or friends. In the field of CF, these
people can be replaced by so-called k-nearest neighbors (KNN), which are



users who behave similarly to the target user in the relevant field (Felfer-
nig, Jeran, Ninaus, Reinfrank, Reiterer, and Stettinger 2014). KNN is a
categorization technique that attempts to make different entities compa-
rable. Accordingly, a new case is assigned to the category with which it
most closely matches (Kalkar and Chawan 2022)). Using these techniques,
CF was developed to help users make decisions based on the opinions
of similar users (Lu et al. 2015) and assumes that user preferences will
remain static (Burke 2002). This popular technique is frequently used in
the e-commerce sector (e.g., Amazon.com), but also in the entertainment
sector (e.g., Netflix) (N. Singh et al. |2019). The reasons for its use are
mainly due to the fact that CF is a relatively simple method with low
cost of knowledge acquisition and maintenance (S. Sharma, K. Gupta,
and D. Gupta 2021; Shah et al. 2017). Furthermore, it requires no do-
main knowledge and improves over time with high-quality data (Burke
2002).

The model can be divided into memory-based CF and model-based CF.
Further subdivisions of memory-based CF are user-based CF and item-
based CF (Ko et al.2022]). In user-based CF, the user’s KNN are identified
and subsequently used to predict the user’s rating (Felfernig, Jeran, Nin-
aus, Reinfrank, Reiterer, and Stettinger 2014). Item-based CF utilizes
similarity between items to predict a user’s rating (Ko et al. [2022)). Both
approaches rely on two different types of data: Users and items. The rela-
tionship between user and item is determined by the ratings of different
users and subsequently used to predict the ratings of other users (Felfer-
nig, Jeran, Ninaus, Reinfrank, Reiterer, and Stettinger [2014)). The data is
represented as a two-dimensional matrix R;; (Table|l]) in which all ratings
of users ¢ for items j are stored. Items without ratings are represented
by ”?”. This matrix forms the basis for personalized recommendations
(Amin, Philips, and Tabrizi 2019)).

Item1 Item?2 Item3 Item4 Itemb
Sabrina 1 4 5 2 ?
Userl 3 3 1 4 2
User2 4 2 4 4 5
User3 4 1 2 5 4
User4 5 3 4 3 2

Table 1. User-item ratings matrix



Similarity between users or items can be measured by the respective re-
lationships. The range of similarity is defined from -1 (opposite) to 1
(equal). This step represents an essential part of CF (S. Sharma, K.
Gupta, and D. Gupta 2021). There are several variants for calculating
the similarity, such as Pearson correlation-based similarity, constrained
Pearson correlation-based similarity, cosine-based similarity, or cosine-
based adjusted measurement (Lu et al.|[2015)).

The calculation of the Pearson correlation similarity sim(m,n) for user-
based CF is shown in equation (1] (Su and Khoshgoftaar [2009).

a and b; users
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Based on the similarity, equation [2| predicts the rating of user a for item
p (S. Sharma, K. Gupta, and D. Gupta [2021)).

1. NN; nearest neighbors of user a
2. Ry, p); rating of user b for item p

3. R(q) and R(); mean ratings of users a and b for all items
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The calculation of the Pearson correlation similarity sim(m,n) for item-
based CF is shown in equation [3| (Su and Khoshgoftaar [2009)).

m and n; items
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Equation [4 subsequently predicts the rating of user a for item p based on
the calculated similarity (S. Sharma, K. Gupta, and D. Gupta [2021)).

1. NN; nearest neighbors of user a
2. R p); rating of user b for item p

3. R, and R); mean ratings of users a and b for all items

+ Z bENNSim(a,b)*(R(b’p) _R(b))
> beENNsim(a,b)

prediction(a,p) = R

(4)

In cosine similarity, items m and n are represented as vectors in an x-
dimensional user space. In equation b, the similarity is calculated based
on the angles between the two vectors (Ricci, Rokach, and Shapira [2015]).

1. m and n; items
2. - ; to calculate the dot product of vectors m and n

SIM () = cos(T, ) = W%



The cosine similarity between users is calculated as shown in equation [§]
(Ricci, Rokach, and Shapira 2015)).

1. - ; to calculate the dot product
2. R(

ap) and R, ,); ratings of users a and b for item p
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To further deal with problems such as different rating scales and patterns
in the cosine similarity of users, the adjusted cosine similarity can be used
(Su and Khoshgoftaar [2009)). An alternative to the Pearson correlation
similarity is the constrained Pearson correlation similarity which uses the
median instead of the mean for normalization (Bag, Ghadge, and Tiwari
2019).

3 Content-Based Filtering

Content-based filtering (CBF) recommends items that have already been
rated well by the user (Lu et al.|[2015). CBF assumes that users’ personal
interests do not change but rather remain constant (Felfernig, Jeran, Nin-
aus, Reinfrank, Reiterer, and Stettinger 2014)). An example could be a
bookstore where a book is characterized by its genre, subject and au-
thor. Here, other fantasy novels could be suggested to a user who likes
to read fantasy novels (Jannach et al. [2010]). This also leads to recom-
mendations being comprehensible for users (Thorat, Goudar, and Barve
2015)), but can also result in overspecialization (Burke 2002). Furthermore,
no domain knowledge is required (Burke 2002), yet, defining attributes
for items is necessary (Shah et al. [2017)). Like CF, CBF improves over
time with high-quality data (Burke |2002) and has relatively low costs for
knowledge acquisition and maintenance (Jannach et al.|[2010). Of all the
models, CBF is one of the simplest and was, thus, widely used in early
recommender systems (Ko et al. 2022).

The similarity between already consumed and potentially consumed items
is captured from the description of the items or directly via a category
indicator in the metadata (Felfernig, Jeran, Ninaus, Reinfrank, Reiterer,



and Stettinger [2014). For example, to provide users with a recommen-
dation for specific articles, CBF uses two types of data. These include
information about a collection of articles and information about the pro-
file of the target user (N. Singh et al. [2019)). User profile information
typically includes the purchase history (Safavi, Jalali, and Houshmand
2022).

Unlike other methods, CBF is not able to suggest truly new products,
but always recommends similar products. The use case is therefore mostly
limited to text data, where a simple recommendation based on item and
user information is possible (Ko et al.|2022)). It is also worth mentioning

that items that fall into multiple categories also receive higher preferences
(N. Singh et al. 2019).

4 Knowledge-Based Recommendation

In contrast to CF and CBF, knowledge-based recommenders (KBR) do
not require historic user ratings to make proper recommendations (Safavi,
Jalali, and Houshmand [2022). Instead, the system takes user specifica-
tions and infers how an item meets the requirements using the respective
domain knowledge (Felfernig, Friedrich, et al. |2011). Therefore, intelli-
gent methods like neural networks, fuzzy logic, genetic algorithms, or
decision trees are applied (Champiri, Shahamiri, and Salim 2015). The
process of recommendation is very interactive. User specifications are col-
lected to derive the best item fit. If the system cannot find a solution,
the user has the possibility to modify the requirements (Jannach et al.
2010). In addition, the system provides explanations for the recommended
items (Felfernig and Burke |2008). At this point, it should be briefly noted
that recommendations do not improve over time, but rather remain static
(Burke [2002).

KBR draws on heterogenous, domain-specific sources of knowledge (Bouraga
et al. [2014). Ameen (2019)) highlights the importance of domain knowl-
edge for KBR by stating the exploitation of deep knowledge in the product
domain as one of the system’s main tasks to provide valid recommenda-
tions. Potential fields of application are infrequently bought products and
services that require a high amount of domain-specific knowledge such as
financial services, real estate, or health decision support (Safavi, Jalali,
and Houshmand [2022)). Felfernig, Jeran, Ninaus, Reinfrank, Reiterer, and
Stettinger (2014)) provide similar examples and denote these products and



services as high-involvement items.

There are two approaches of KBR: Case-based and constraint-based rec-
ommendation. While both approaches provide the same inputs to the
knowledge base, the recommendations are calculated differently (Felfer-
nig, Friedrich, et al. [2011)). Case-based recommenders aim to optimally
meet the user’s desired target (or case) by applying similarity metrics.
Constraint-based systems consider rules (or constraints) connecting user
specifications and item attributes when searching the knowledge base
(Ameen 2019).

4.1 Case-Based Recommendation

For case-based recommendation the knowledge base contains cases, com-
prising problem descriptions and related solutions (Zhang, Lu, and Jin
2021). As soon as the user files a new requirement, the knowledge base
searches for similar specifications, ranks the results according to similar-
ity and provides the best fit to the user (Bouraga et al. 2014).

sim(C, Q) - ZaeAQ wasima(C', Q) ( )
7

In equation (7} sim,(C, Q) states the similarity between case C' to query
Q for the attribute a. The similarity is weighted by the importance of the
attribute to the customer w, (Jannach et al. |[2010]).

While case-based recommendation systems initially followed a query-
based approach, many new versions apply a browsing-based approach
to retrieve items. Consequently, users must not (re-)specify an exact re-
quirement until a recommendation is valid but define one target that must
be fulfilled by the recommended item (e.g., the camera must be cheaper,
or the hotel must be closer to the beach). This concept is also known as
critiquing (Jannach et al.2010). Case-based recommendation is especially
well-applicable in the ethics domain as related situations are usually of
high complexity and ambiguity and can be well captured in form of cases
(Alyari and Navimipour [2018)).



4.2 Constraint-Based Recommendation

In constraint-based or alternatively called rule-based systems, the recom-
mendation of an item depends on the satisfaction of system-internal rules.
The rules represent the mapping between user requirements and item at-
tributes and are stored in the knowledge base (Ameen 2019). According
to Cena, Console, and Vernero (2021)), rules cannot only be related to
user preferences but also context related. The authors provide the exam-
ple of a person enjoying alcoholic drinks, but only in the evening. Next to
customer properties (V) and product properties (Vprop) the knowledge
base of a constraint-based recommendation system consists of three differ-
ent sets of constraints (Cr, Cr, Cprop). Constraints (CR) are restricting
customer properties and C'prop product properties. C'r represents filter
conditions essential to satisfy customer requirements with the available
product assortment. Accordingly, a recommendation task can be solved
by the constraint satisfaction problem outlined in equation [8| where Ce
defines a set of unary rules specifying concrete requirements (Felfernig,
Friedrich, et al.|2011)).

Ve, Verop,Co U CrUCgrUCpropD

(8)

5 Hybrid Recommendations

As the name of the system suggests, hybrid recommenders are combi-
nations of two or more different recommendation systems (Siswipraptini
et al. 2022). Typically, they aim to mitigate respective limitations and,
thus, improve the recommendation performance (Alyari and Navimipour
2018)). To provide an example, CF may be complemented with KBR to di-
minish the “cold-start” problem (Cena, Console, and Vernero
2021)).

In 2002, Burke provided a taxonomy of hybrid recommendation to which
various authors refer until today. In his paper he states that there are
seven hybridization methods: Weighted, switching, mixed, feature com-
bination, cascade, feature augmentation, and meta-level hybrids (Burke
2002). Jannach et al. (2010) further categorized these methods into three
hybridization designs which are monolithic, parallelized, and pipelined.
As visualized in fig. monolithic hybrids exploit different sources of
knowledge as inputs for involved recommendation systems and combine



the results into a single recommendation (Jalal and Altun [2016). Fea-
ture combination and feature augmentation are part of this category (R.
Sharma and R. Singh [2016). Feature combination derives features from
all involved recommenders and merges it into one recommendation algo-
rithm (Alyari and Navimipour 2018). Feature augmentation follows the
same intent but includes complex transformation steps augmenting the
feature space from one recommender system to another (Jannach et al.
2010).

Hybrid
Recommender

Input

v

—p Output

i Recommender 1 i Recommendern i

Fig. 1. Monolithic hybridization design (Jannach et al. [2010)

In parallelized hybridization designs all involved recommender systems si-
multaneously generate recommendation outputs which are subsequently
aggregated by a specific hybridization mechanism (Fig. . Following
Burke’s taxonomy, this category includes weighted, mixed, and switch-
ing hybrids (R. Sharma and R. Singh 2016)). Using weighted hybrids, all
involved recommenders are implemented separately predicting the rating
of an item. The sum over all ratings determines the recommended item
(Alyari and Navimipour [2018). Mixed hybrids provide the top-scoring
items per involved recommendation system. If a single recommendation
output is desired, conflict resolution such as predefined precedence rules
must be applied in addition (Jannach et al. 2010)). Switching hybrids are
intelligent in a way that they can select the most appropriate algorithm
based on the strengths and weaknesses of involved systems (Ghazanfar
and Prugel-Bennett 2010).
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Fig. 2. Parallelized hybridization design (Jannach et al. 2010))

In pipelined hybridization designs the involved recommendation systems
operate one after another. Fig. |3| displays the systems as a queue, with
the last system producing the final recommendation output (Jalal and
Altun 2016). The different parts of the recommender chain either pre-
process input data to build a model or deliver recommendations for fur-
ther refinement (Jannach et al. 2010). This category includes cascade
and meta-level hybrids (R. Sharma and R. Singh [2016). When applying
cascade hybrids, the higher-priority recommender produces a ranking of
items, which is subsequently refined by the second recommendation sys-
tem. This technique is very efficient as the second system focuses only on
items where additional discrimination is required (Alyari and Navimipour
2018). Burke (2002) highlights that cascade and feature augmentation
hybrids are often confused. In feature augmentation the recommended
features of the second system include the ones of the first recommender.
Contrastingly, the result of cascade hybridization is a combination of the
prioritized outputs of all involved recommenders, i.e., the successor does
not use any output of the predecessor. In meta-level hybrids the prede-
cessor produces a model which is exploited by the successor to generate
a recommendation (Jannach et al. 2010).

—————
/ —~ -

Input =——tp| Recommender 1 j=p -..=—p| Recommender n » Output

Fig. 3. Pipelined hybridization design (Jannach et al.|2010))
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6 Further Approaches of Recommendation Systems

Apart from the basic approaches introduced in the previous chapters,
the following section describe further approaches that have been widely
applied in the literature.

6.1 Demographic-Based Recommendation

The algorithm of demographic-based recommenders takes demographic
data of users, such as gender, postcode or occupation, as input and
matches it with all user profiles in the data base (Alyari and Navimipour
2018). It aims to find demographically similar users and recommends
items well-rated by the respective demographic user group (Tintarev and
Masthoff 2011). Choenyi et al. (2021)) emphasize the advantage that no
historical data is required and thus the problem of ”cold start” does not
occur.

6.2 Utility-Based Recommendation

Utility-based recommenders are KBR (Zihayat et al. 2019). Thus, the sys-
tem follows the approach of recommending items that satisfy customer,
product and filtering constraints. In addition, utility-based recommenders
consider dimensions that might influence a user’s decision, such as quality
or cost (Ricci, Rokach, and Shapira|2011). This is particularly useful if the
recommender system outputs more than one valid solution, requiring a
ranking of items. The ranking can be done by applying the concept of the
multi-attribute utility theory (MAUT), where the degree of fit between
user requirements and item is determined based on the user’s interest in
the dimension as well as the item’s contribution to the dimension (Jan-
nach et al. 2010)).

utility(P) = Zgﬁgﬂenswns) interest(j) * contribution(p, j)

(9)
In equation [9] utility(P) states the utility of the item p, interest(j) the

user’s interest in dimension j and contribution(p,j) the contribution of
item p to dimension j (Jannach et al. 2010).
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6.3 Critique-Based Recommendation

As briefly mentioned in the chapter about case-based recommendation,
critiquing allows users to specify feedback on the recommendation. Similar
as to case-based recommendation, the user is asked to state requirements
on the item. Based on that, the system provides one or more recommen-
dations to the user. At this stage, the user can either chose the preferred
item and terminate the process or provide feedback on the system’s rec-
ommendation (Simran, Pande, and Desai 2019). The feedback is defined
as targets on an individual item feature that must be achieved by the rec-
ommended item, e.g., the camera must be cheaper (Jannach et al. 2010)).
The interactive approach is particularly useful in more complex domains
where users usually require additional support in the decision process
(Ricci, Rokach, and Shapira 2011]).

6.4 Group-Based Recommendation

All previously discussed recommendation systems aim to make predic-
tions for individual users. In this paragraph, group-based recommenders
or collaborative recommenders are introduced. Group recommendation
has increasingly gained in importance in recent years. It can be applied
in any domain (Cao et al. 2019). The algorithm attempts to use aggre-
gated information from individuals to make recommendations to groups
(Masthoff [2011)). Group-based recommenders can follow memory-based
and model-based approaches. Memory-based algorithms collect and ag-
gregate user preferences without taking interactions within the group into
account (Huang et al.|2021). All available data is taken from the database
to provide predictions. In contrast, the model-based algorithm takes all
available data and derives a model which is subsequently used from its
predictions (Burke, O’'Mahony, and Hurley 2015). This model aims at ex-
ploiting interactions among group members. For example, the consensus
model of Yuan, Cong, and Lin (2014) takes into account the increased
influence of individual experts in topics that are relevant for the entire
group. Similarly, the deep learning-based algorithm of Wu et al. (2019))
computes the weight of an individual’s influence in a group and calculates
the group recommendation by aggregating the preferences of the group
members with different weights (Cao et al. 2019)).

7 Challenges

Depending on the type of recommendation systems there are different
challenges to tackle. A common problem is the so-called cold-start (Table
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. It is defined by the fact that the recommendation engine cannot cal-
culate predictions due to the lack of primary ratings which form the basis
for the computation . This problem exists in CF and CBF (Bouraga et al.
2014)). The insufficiently available information can concern item-data or
user-data. Regarding the former, items with little to no ratings are un-
likely to be suggested by the system. Here, it is essential to activate users
to provide ratings (N. Singh et al. 2019)). A user-cold-start is inevitable
when new users are integrated in the system. One potential way to mit-
igate this issue is to select demographic-based recommenders leveraging
demographic similarities between users (Fayyaz et al. 2020)).

Item1 Item?2 Item3 Ttem4 Itemb
New User ? ? ? ? ?
Userl 3 3 1 4 2
User2 4 2 4 4 5
User3 4 1 2 5 4
User4 5 3 4 3 2

Table 2. Cold-start

A similar limitation is data sparsity (Table in the user-item-matrix
(Safavi, Jalali, and Houshmand [2022)). This results from the fact that
only a small proportion of users is leaving ratings (N. Singh et al. 2019)).
Fayyaz et al. (2020) suggest to apply singular value decomposition (SVD)
to reduce the dimensionality of the matrix or to apply a so-called trust-
based approach. The authors cite a paper of O’Donovan and Smyth (2005)
who introduce a computational model of users’ trustworthiness leading
to an improved predictive accuracy of the recommendation.

Item1 Item?2 Item3 Item4 Itemb
Sabrina ? 4 3 2 ?
Userl ? ? ? ? ?
User2 ? ? ? ? ?
User3 ? ? 2 5 4
User4 ? 3 ? 3 2

Table 3. Data sparsity
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A third challenge concerns domain knowledge. While CF and CBF do not
require a knowledge base, KBR with all its subcategories relies on deep
knowledge about an item’s domain (Safavi, Jalali, and Houshmand 2022]).
This carries many advantages discussed in the chapters above, like a high
degree of transparency in what items are recommended (Felfernig, Jeran,
Ninaus, Reinfrank, Reiterer, and Stettinger 2014). Yet, a reasonable prob-
lem is the so-called knowledge acquisition bottleneck (Fig. 4] covering the
acquisition, representation and storage of the expert knowledge in the
knowledge base (Alyari and Navimipour [2018). In particular, Felfernig,
Friedrich, et al. (2011 mention the difficulty to convert the knowledge
of the domain experts into formal, executable representations. Yet, not
only the construction of the knowledge base but also its maintenance is
a complicated task that requires high expertise and domain knowledge
(Bouraga et al. [2014]).

User profile &
contextual parameters

Item | Score
il 09
2 1

i3 03

Product features Recommendation Recommendation
component list

Knowledge models

Fig. 4. Knowledge acquisition bottleneck (Venkatesan and Thangadurai [2017)

The authors of the reviewed papers also mention several issues concern-
ing the user requirements specification (Fig. |5) in the knowledge base.
Accordingly, Safavi, Jalali, and Houshmand (2022) mention the “black
box” about offline activities to be challenging in their study about rec-
ommendation of attractive places to visit. Furthermore, Felfernig, Jeran,
Ninaus, Reinfrank, and Reiterer (2013) highlight the necessity to under-
stand the context in which an item gets recommended, for example if
a cinema might only be suggested because it is located close to home.
Lastly, recommendations of family members, friends or acquaintances on
social media might impact the item selection (He and Chu 2010).
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User profile &
contextual parameters

Item | Score
i 09
i2 1
i3 03

Product features Recommendation Recommendation
component list

Knowledge models

Fig. 5. User requirements specification (Venkatesan and Thangadurai |2017)

Another important factor to consider when implementing recommenda-
tion systems is the serendipity. It aims to provide the user a reasonable
amount of novel suggestions (N. Singh et al. 2019). Fayyaz et al.
mention this as a common challenge as many systems base their recom-
mendation calculations on overlapping instead of differences. This way
niche products are less likely to be suggested by the recommendation
engine. Fig. [0] displays serendipitous recommendations in dark red, rep-
resenting unexpected but relevant items to the user.

Familiar 7, Novel 7.,

Rated I, WO SR 10
!m/‘;?g“%'@r Wi

CLeA Lunexp

Fig. 6. Serendipity (Kotkov, Wang, and Veijalainen [2016))

Lastly, the challenge of scalability (Fig. @ is increasingly faced due to
the increase in users, products and reviews, especially in the fields of
e-commerce and entertainment. Mitigation metrics suggested in the liter-
ature are to apply dimensionality reduction by clustering or SVD (Fayyaz
et al. [2020). N. Singh et al. recommend focusing on an efficient
and effective data model built to handle massive amounts of data or to

16



perform computation on multiple machines in parallel.

computing
power

Fig. 7. Scalability

To provide an enhanced overview table [4] contains a comparison of main
advantages and disadvantages of basic recommendation approaches pre-
sented within this literature summary.

Advantages Disadvantages

Collaborative - no domain knowledge required - cold-start problem [0]

Filtering [0][1]]2] - data set is crucial for quality [0]
- improves over time [0][1] - changing preferences problem [0]
- simple method [1][2] - scalability problem [3][4]
- popular and widely used [1] - data sparsity [3][4]

Content-Based
Filtering

Knowledge-Based
Recommendation

- low cost of knowledge acquisition
and maintenance [2][4]

- no domain knowledge required - cold-start problem [0]

[0] - data set is crucial for quality [0]

- improves over time [0] - changing preferences problem [0]
- low cost of knowledge acquisition - overspecialization problem [3][4]
and maintenance [2] - difficult attribute setting for items

- independent user profiles [3][4]  [4]
- explainable recommendations

[3]14]
- no cold-start problem [0][2] - no improvement over time [0]
- adaptive to changing - requires knowledge engineering [0]

preferences [0]
- includes non-product features [0]
- identifies items by user needs [0]

Table 4. Advantages & disadvantages of basic approaches of recommendation systems;
[0] - (Burke [2002); [1] - (S. Sharma, K. Gupta, and D. Gupta 2021); [2] - (Jannach
et al. |2010); [3] - (Thorat, Goudar, and Barve 2015)); [4] - (Shah et al. [2017)
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8 Future Direction

Originally, recommender systems were used primarily in the e-commerce
sector with the goal to increase revenue (N. Singh et al. . Today,
the systems are increasingly often utilized to achieve business goals. For
example, for requirements prioritization in software engineering, point of
interest detection in the tourism industry or help services in the field
of financial services. Yet, authors emphasize that the viewpoint of the
customer is rarely in the focus (Felfernig, Tran, and Le Felfernig,
Jeran, Ninaus, Reinfrank, and Reiterer Martin et al. [2011; Chung,
Sundaram, and Srinivasan . This criticism also matches with the
challenge of user requirements specification covered in The dif-
ficulties may arise from building static recommendation models as well
as missing context parameters like the influence of family and friends
(Gao et al. 2021} Felfernig, Tran, and Le Beheshti et al. 2020).
The study of Beheshti et al. about cognitive recommender sys-
tems (CRS) addresses multiple of the presented challenges at once. The
authors created a framework for ”a new type of data-driven, knowledge-
driven and cognition-driven recommender system” which is visualized in
fig. [8l Data-driven implies leveraging artificial intelligence and machine
learning techniques to transform massive amounts of raw data into ac-
tionable insights. Knowledge-driven covers crowdsourcing techniques to
counteract the knowledge acquisition bottleneck, while cognition-driven
aims to overcome the challenge of user requirements specification in the
knowledge base. For more detailed information on CRS the papers of Be-

heshti et al. (2020)), Angulo et al. (2020) and HamlAbadi et al. (2017 are

recommended.

P];l‘;ous.\hry : * User Experience/Journey
ehaviour « er Experie Jou ,
Attitude « KYC (Know Your Customer)
I(?ognition-driven
Priv:
@

N wiucs Percon
4 \‘ Knowledge-driven Data-driven ﬁ Social Data
¥ ﬁ —
= Open Data

* Domain Expert Knowledge
¢ Crowdcourcing Cognitive Recommender
System (CRS)

Big Data — IoT Data

Fig. 8. The three dimensions of cognitive recommender systems (Beheshti et al. 2020))
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As outlined in the previous chapters of this paper, KBR provides some
supportive features to the user while other approaches represent little
to no user-centered recommendation. CRS not only aims to understand
user’s preferences, but also detect changes over time (user requirements
specification) and predict unknown favourites (serendipity) (Beheshti et
al. [2020). Yet, additional research is still required to further enhance the
performance of the new recommendation paradigm.

Based on the present literature summary, the following areas are sug-
gested to be addressed in future research.

— Contextualization of user requirements (social relations, time, loca-
tion, etc.) including its implications on the user’s decision-making
process.

— Application of social-aware recommendation by considering the influ-
ence of a user’s social environment (family members, friends, acquain-
tances on social media) on item selection.

— Application of time-aware recommendation by considering changes in
user requirements over time.

— Transfer of a user’s rating behavior across domains (e.g., movie/book
domain).

9 Conclusion

Based on the available literature, this paper covers four classic approaches
of recommendation, namely collaborative filtering, content-based filter-
ing, knowledge-based recommendation and hybrid recommendation. In
addition, four further mechanisms are described which emerged based
on limitations of the main approaches. This includes demographic-based,
utility-based, critique-based and group-based recommendation. While the
classic approaches are introduced in detail regarding its algorithms, met-
rics and fields of application, the additional approaches are briefly covered.
Furthermore, general challenges within the implementation of recommen-
dation systems are outlined. Another useful outcome of this paper is the
brief review of cognitive recommender systems from the perspective of
the previously presented challenges. This new type of recommendation
resulted from ongoing socio-technical developments as well as limitations
of existing recommendation systems. Accordingly, it provides potential to
overcome existing challenges in recommender systems such as the knowl-
edge acquisition bottleneck and user requirements specification.
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