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Abstract. In the automotive industry, one of the major factors contributing to 

customer satisfaction is the product’s quality. 

To improve this latter, companies are implementing quality management 

systems: QMS, which are requiring usage of quality tools especially statistical 

ones, to control the manufacturing processes, by monitoring the product’s 

characteristics. But, must we track all the characteristics to achieve the product 

compliance and system efficiency? This paper aims to give a solution model 

that will allow the organizations to select the key product characteristics that 

should be monitored by quality tools as they have the most influence on the 

product’s quality. 

The goal is to use mathematics in industrial field to improve quality 

management systems and manufacturing processes performances. 

The paper also gives architecture of the discussed problematic and a perspective 

on the next work which will be an application of the proposed solution in the 

automotive sector. 
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1 Introduction 

 
Quality in automotive industry plays a crucial role in increasing business 

competitiveness, that’s why the organizations started a long time ago to adopt the 

quality management systems, studies about this topic have been performed in 

companies 70 years ago by Dr. Edward Deming and Dr. Joseph [1], then, international 

standards were created to give guidelines for QMS: Quality Management system 

implementation. 

The most widely accepted quality standard is ISO9001, which mention as principles, 

customer focus and continuous improvement [2], the certification in accordance with 

this kind of standards provides the chance for companies to work with new customers, 

who seem difficult to reach without certification [3]. 

In the automotive sector, “IATF 16949” is the quality standard which is a 

complementary of ISO 9001 [4], it gives more specific requirements for automotive 



sector [5], and its certification has increasingly became a must and can be a 

requirement from the customer, who may conduct audits to check the compliance of 

the QMS [6], this proves that the customer satisfaction is strongly linked to the 

supplier’s Quality Management System due to its impact on product’s quality. 

One of the requirements of IATF is the mastery of common quality methods to ensure 

a compliant system; these methods are called the “5 core tools” and attempt to gain 

advantages in term of quality, cost and delay [7-8-9-10-13, 14], among these tools, 

there’s “SPC” and “MSA” which are statistical tools acting on real data. The first one 

“SPC”, helps the organizations to improve their processes by monitoring the product 

characteristics , and establishing suitable control charts whose interpretation determine 

whether a process is in or out of control, and afterwards acting on the main root causes 

behind the process instability and incapability[11-12, 13], generally these causes are 

schematized in the 7M diagram, among these 7M causes, there’s “measure”, which 

can directly influence SPC results since the output of the measurement system is the 

input of SPC which is the measured or tested product characteristics. So if the 

measure is not correct/real, automatically the results of SPC won’t be properly 

interpreted [13], here comes the importance of “MSA” which allows the assessment of 

the whole measurement system including the appraisers (people who make the 

measurements) and measurements equipment/tools [14]. 

There are many other quality methodologies that can be used by companies and which 

are also depending on the data and the more data we have, the more in depth analysis 

we can get, but the problematic is what product characteristics should be controlled to 

maintain the quality of our processes? And if there are many product characteristics, 

wouldn’t it be a waste of time to track all of them while not all of them directly 

influence the product quality? 

To solve this problematic, we are going to use a data mining method to facilitate the 

identification of the key product characteristics that impacts the conformity of the 

product. 

For this, we will proceed as follows: Section 2 of this paper presents the related work 

which is an overview on data mining methodology and a description of the 

problematic, section 3 contains an overview on the linear regression models and the 

proposed solution, the Section 4 provides a description of the case study that will be 

discussed and presented in the next work and finally section 5 gives some concluding 

thoughts and perspectives. 

 

2 Related work 
 

2.1      Data mining methodology 

 
The data mining is a step of KDD (knowledge Discovery from Databases) used to 

produce an enumeration of patterns, called models, through the collected and analyzed 

data [15]. This data is then validated after different steps like data cleaning through 

the elimination of invalid, redundant or incomplete data, data correction and data 

assessment etc. The management of data before usage makes it more reliable and 

consistent [16-17], after that, millions of patterns can be generated, but only a few of 

them are interesting. When we say interesting, we mean that the pattern answer to the 

need, or it can prove a hypothesis already defined [17]. 

Data mining can be applied in many different fields and domains, it helps to avoid the 

subjectivity usually related to human being in making decision [18], this can be done 

by going from the known information which is the collected data to the unknown 

information, by analyzing and understanding the data tendency. 

The data mining allows either the description or the prediction taking into 

consideration the inputs (data), this can be made using different models generated by 

data mining software like (SPSS, R, IBM, SAS) [18], many methodologies are 



available and integrated in datamining like statistics, patterns recognition, and 

machine learning [17]. 

As we mentioned before, the data mining can be used for the prediction, thing that 

interests us the most in this paper since the work will be basically the prediction of the 

compliance of the product based on information about its characteristics, the aim is to 

easily identify the characteristics that have the bigger probability to influence this 

prediction. 

Some of the methodologies for data mining indicated above and that can be used for 

prediction are: statistics and machine learning, or we can call it statistical learning, it 

is the application of statistical methods to make predictions or estimations using data, 

this can be done through the extraction of interesting patterns from data and the 

understanding of their meaning; this is what we call: [learning from data] [19]. 

This methodology is used in different fields like chemistry, medicine, cyber security, 

finance and industry, where the output of statistical learning can be schematized by a 

variable “y” and the input by a variable “x”, these variables can be qualitative or 

quantitative [19].  

 
 

2.2      Problematic 

 
In our case, the input variables are the measured (quantitative) or tested (qualitative) 

product’s characteristics, so if we consider “x” our input, then “x” is a vector of 

components xi, which are the characteristics of the product. 

Now, if we consider the product’s conformity which is represented by the output “y”, 

there’s a relationship between y and the vector x [x1, x2... xn]. 

In fact, if the product’s characteristics xi are not in line with the requirements, then, the 

product would not be compliant neither, when we say requirement, generally it’s a 

target to achieve, for quantitative variables, this target is an estimated value with a 

tolerance margin, and for qualitative variables, the target is a compliant situation (OK 

variable/ pass variable), and this target is the reference with which a comparison is 

made to judge the conformity of the variables, we will call this target, the estimated 

variable. 

The machine learning approach will attempt to predict the output “y” by learning from 

the vector “x”, that means that the model is predicting the conformity of the product 

relying on the conformity of its characteristics [20]. However, the output “y” doesn’t 

consider all the product characteristics (xi) in an equal way, there are some 

characteristics that influence the conformity of the products more than others. 

Let’s take as an example of product in the automotive industry, a small electrical wire 

used in the manufacturing of other automotive products like engine wire harness; there 

are many characteristics that could be identified in this product, hence, the vector “x” 

may be [color, length, section, insulation type strands type], if we chose the two 

following characteristics : “color” and “section” of the wire and compare them, we 

will notice that the section is more important than the color to judge the conformity of 

the wire, because the section directly impacts the functionality of this product which is 

the wire connectivity, that means that the conformity of an “electrical wire” depends 

mostly on its section rather than its color. 

To better understand this statement, let’s consider as a threshold “a green wire with 

4mm² as a section”, a blue wire with 4 mm² will have the same performance as the 

threshold, because the electrical current that will pass through these two wires is the 

same, even if they don’t have the same color. 

But the electrical current passing through another wire with green color (same as the 

estimated variable) and a section equal to 2mm² (less than the estimated variable), is 

small because the resistance here is greater due to the small section (according to the 

generic formula of electricity: U=R*I, where R: resistance, I: current and U: voltage) 



and this may influence the wire functionality. 

In the first example, the product quality is close to the estimated one even if the 

product is not the same color as the threshold, while in the second example; the 

quality of the product is poor even if the color of the product is the same as the 

threshold. 

Therefore, the conformity of the product “y” in this example mainly depends on its 

section rather than its color. 

Certainly in this example, we cannot exclude the wire color from the characteristics 

list to ensure -because it may be a customer requirement- and a blue wire with 4mm² 

as section is considered as NG product because it has a NG characteristic (color) 

compared to the threshold (Green wire with 4mm² as section), however, the 

characteristic to be closely monitored by statistical quality tools in this example, is the 

section of the wire, because it influence the most and directly its conformity 

(connectivity) and it can lead to a customer claim in case of discrepancy. 

This paper tries to answer to a central question: how can we identify the product 

characteristic that the product’s conformity mostly depends on, using Data mining and 

statistical learning? 

What we are searching for is a data mining method that can help companies in 

automotive sector to choose the product characteristic “xi” which is one of the 

variables considered as inputs, but with the most influence on the product’s 

conformity “y” (the output), and consequently should be controlled and monitored the 

most by statistical quality tools or other quality methodologies instead of controlling 

all products characteristics arbitrarily. 

If we consider again “y” the conformity of the product, and x [x1, x2 …xn] the 

characteristics of that product, we have: 

 

                                                        y = f(x)                                                                  (1) 

 

Where “xi” is quantitative or qualitative inputs (measured or tested characteristics) 

and “y” is a qualitative output (ok product /NG product).  

First, let’s define the function “f”. 

We notice that there’s a direct relationship between the conformity of the product and 

the conformity of its characteristics means that if the value of “xi” increases, the value 

of “y” increases too, and vice versa, therefore, there’s a linear relationship between 

“y” and “x”. 

 

3 Solution: LR model and LS estimation 

 
The linear regression LR is a data mining model that tries to establish a linear 

relationship between an output variable “y” called explained variable and one or more 

input variables “xi” called explanatory variables, 

The generic form of the linear regression model is 

𝑦 = 𝑓(𝑥1,𝑥2,… ,𝑥𝑛) 

                     = 𝑥1𝛽1+𝑥2𝛽2+… + 𝑥𝑛𝛽𝑛+ε 

                                                          = ∑ (𝑥𝑖𝛽𝑖
𝑛
𝑖=1 )   +ε                                               (2) 

 

Where “ε” is the random error component which is the difference between y’: the 

estimated output variable, and the actual y. 

As the conformity of the product “y” depends on all its characteristics “xi”, then, we 

will use the linear regression model to estimate “y”. 

The reason why we chose the linear regression is that this method allows an easy 

interpretation of the coefficients as probabilities using the LS estimator (Least Square) 

and an effective examination of the input effects on the output [21, 22]. 



For a product “yj” where j ∈ {1... k} and k is the number of analyzed samples of a 

population (products), we have: 

 

                                  𝑦𝑗=f(𝑥𝑗1, 𝑥𝑗2...,𝑥𝑗𝑛)=∑ (𝑥𝑗𝑖𝛽𝑗𝑖
𝑛
𝑖=1 )+𝜀𝑗                                          (3) 

 

To estimate the parameters “βji” where i ∈ {1... n} and “n” is the number of product 

characteristics, the maximum likelihood (ML) is one of the approaches used by 

statisticians for estimating a mathematical model parameter. 

This estimation in multiple linear regressions is equal to the least squares (LS) which 

is another approach for parameters estimation but gives the same results for linear 

regression analyses when the dependent variable is normally distributed [23]. 

The principle of LS is to make the sum of squares of “ε” as small as possible. 

So, if we have k samples, and we consider a normal distribution of “xi”, 

The sum of squares of errors “s” would be [24]: 

 

                                          𝑠 = ∑ (𝜀𝑗

𝑘

𝑗=1
 )²                                                                      (4) 

                                             =∑ (𝑦𝑗 − 𝑦𝑗′)²
k

𝑗=1
 

 

Where (𝑦𝑗) is the output and (𝑦𝑗’) is the estimated output of the sample j. 

 

And                        𝑦𝑗=∑ (𝑥𝑗𝑖𝛽𝑗𝑖
𝑛
𝑖=1 )+𝜀𝑗                                                                     (5) 

 

And                        𝑦𝑗′=∑ (𝑥𝑗𝑖𝛽𝑗𝑖
𝑛
𝑖=1 ′) because there’s no error in the estimated yj’ 

So                                   𝜀𝑗 = (𝑦𝑗 − 𝑦𝑗′) )        

                                              =𝑦𝑗 − ∑ (𝑥𝑗𝑖𝛽𝑗𝑖
𝑛
𝑖=1 ′)                                                      (6) 

                                  

From (4) and (6), we get: 

                               𝑠 = ∑ (𝑦𝑗 − ∑ (𝑥𝑗𝑖𝛽𝑗𝑖
𝑛
𝑖=1 ′))²

k

𝑗=1
                                                 (7) 

To find the unknown parameters, βji, we minimize s, 

min (𝑠) = 𝑚𝑖𝑛 ∑(𝑦𝑗 − ∑ (𝑥𝑗𝑖𝛽𝑗𝑖

𝑛

𝑖=1
′))²

k

𝑗=1

 

Now differentiate “s” with respect to βji, 

𝑑𝑠

𝑑𝛽𝑗𝑖

= −2 ∑ 𝑥𝑗(𝑦𝑗 − ∑ (𝑥𝑗𝑖𝛽𝑗𝑖

𝑛

𝑖=1
′)) = 0

𝑘

𝑗=1

  

After verification, we obtain:      ∑ 𝑥𝑗(𝑦𝑗 − ∑ (𝑥𝑗𝑖𝛽𝑗𝑖
𝑛
𝑖=1 ′)) = 0

𝑘

𝑗=1
  

                                                 ∑ 𝑦𝑗 − ∑ (𝑥𝑗𝑖𝛽𝑗𝑖
𝑛
𝑖=1 ′) = 0

𝑘

𝑗=1
                                    (8)        

                                   

After the identification of the parameters “βji”, which will represent the percentage of 

influence of the relevant characteristic ”xji” on the global conformity of the product 

“yj”, we will hereafter select the bigger “βi” and then associate the key characteristics 

“xi” that have the most influence on the product conformity “y”. 

Conclusion: We will be able to easily identify the key characteristics of a product 

based on an analytical and statistical study. 

 



4     Case study 

 
In this section, we will describe the case study that will be the subject of the next 

work; it consists on applying the proposed solution in an affiliate of an international 

company for vehicles wiring harnesses production.  

The picture below gives a simplified description of the manufacturing process that 

begins by “cutting” where the wires are cut, then stripped (insulation removed from 

the end of the cut wire), then “crimping” (mechanical operation which consists in 

assembling two parts by deformation, in our case the two parts are wire and terminal), 

After that comes the pre-assembly process P2 where some of the wires –depending on 

the wire harness design-are welded (joined) and others are twisted (these two sub-

processes are done in a parallel way), and the last process P3 consists to insert 

terminals into the connectors, make the lay outing and taping operations and assembly 

of all the semi-finished products coming from P2 process to constitute a complete 

wire harness, ready to be shipped to the customer after its electrical and visual 

inspection. 

 

 
                               Figure 1: Manufacturing processes of Wire harness 

In each of these processes, there is a set of characteristics to ensure, for example the 

output of the twisting process has as characteristics the length and the twisting pitch. 

According to quality data (PPM: part per million) during the 5 last years, the 

processes with high ratio of defect are “crimping” and “welding” processes, that’s 

why, the company controls them by SPC tool, this tool is considering all the 

characteristics in the relevant processes. 

The objectives of the upcoming work are: 

1-to prove the reliability of the proposed solution in this paper, 

2-to make sure that the company is controlling the right processes, 

3-to decrease the number of characteristics by process to be considered in SPC 

methodology, 

4-to make the process control method easier and faster. 

The steps of the next work will be basically the collection of data, data analysis and 

application of the solution presented in this paper. 
 

5      Conclusion and perspectives 

 
To effectively improve the QMS of a company in the automotive industry, statistical 

tools can be used to control the manufacturing processes using as input the product’s 

characteristics; the guidelines related to such tools give only the steps and 

requirements about their implementation but the identification of the product 

characteristics is left to the company’s decision, this latter may consider all the 

characteristics in her method, which can lead to a waste of time and a complicated 

operation. 

This paper proposed a solution to facilitate the identification of the key product 

characteristics which have the most influence on the product quality, and described 

the architecture of the discussed problematic that will be the subject of our next work. 
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