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ABSTRACT 
News is information that is presented through 

print, broadcast, Internet, or from mouth to 

mouth. For the ease of news, we  classify news 

based on different category to help users to find 

relevant news rapidly. This classification results in 

the use of classifier engine to split any news into 

the respective category. This research employs the 

use of Decision Tree (DT), Random Forest (RF), 

Naïve Bayes (NB) and Support Vector Machine 

(SVM) to classify topival news. The aim of this 

research is to develop a framework to categorize 

news topics in various categories and the 

objectives of this work are to pre-process the data 

using Term Frequency Inverse Document 

Frequency (tf-idf) and Bag of Words (BoW) which is 

suitable for the input to the classifier, apply 

Machine Learning (ML) techniques on pre-

processed data, evaluate the performance of the 

machine learning classifiers on the pre-processed 

data and obtain the highest accuracy of the 

machine learning classifiers suitable on the pre-

processed data. The finding shows SVM is a better 

classifier than NB, RF and DT using TFIDF while NB 

is a better classifier than SVM, RF and DT using 

BoW. Also, SVM is a better classifier using large 

datasets while NB thrives better with a smaller 

datasets. 

Keywords: ML Classifiers, BoW, TF-IDF, NB,SVM. 
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1.0 INTRODUCTION  

News, disseminated via various mediums such as 

print, broadcast, and online platforms, holds 

significant importance for individuals and 

communities alike, serving as a vital source of 

information (Dewi et al., 2011). However, the sheer 

volume of available articles online makes it 

challenging to efficiently locate relevant content. 

Thus, there is a growing need for automated news 

classification systems to categorize news articles 

swiftly and accurately. Data mining encompasses two 

primary techniques: unsupervised and supervised 

learning. News classification falls within the realm of 

supervised learning, where models are trained to 

categorize data. Various methods, including neural 

networks, decision trees, clustering, and naïve Bayes 

classifiers, are employed for news classification. Text 

mining, a burgeoning field, aims to extract 

meaningful insights from unstructured text. This 

involves analyzing large volumes of natural language 

text to identify patterns and extract valuable 

information (Mark et al., 2015). Document mining, a 

subset of text mining, focuses on extracting high-

quality information from document collections such 

as news feeds and databases (Prabha & Suganya, 

2017). The proliferation of digital news across diverse 

topics presents a challenge in categorizing news 

articles efficiently. Utilizing machine learning 

techniques, particularly classifier engines, facilitates 

the automatic categorization of news articles into 

relevant topics, thereby aiding users in accessing 

pertinent information quickly. Recent advancements 

in information technology have led to an exponential 

increase in available information, with news articles 

comprising a significant portion of factual data. 

Classifying news articles into appropriate categories 

remains a critical task to streamline information 

retrieval. Machine learning techniques are 

instrumental in achieving this objective by automating 

the classification process (Marty et al., 2017). Various 

studies have explored the application of Random 

Forest (RF) algorithms across different domains, 

showcasing its effectiveness in predictive modeling 

(Malek et al., 2018; Wang et al., 2018; Malazi & Davari, 

2018; De Santana et al., 2018; Anitha & Siva, 2018). 

Researchers have optimized RF algorithms to 

enhance predictive capabilities for specific datasets, 

introducing variations such as Class Incremental RF 

(CIRF) and Random Trust RF (RTRF) to address 

specific challenges and improve performance in 

various scenarios (Hu et al., 2018; Abellán et al., 2018; 

Gomes et al., 2017; Genuer et al., 2017; Zhu et al., 

2018). 

 

2.0 Related Concept 
 
 

2.1  Multiple Instance Learning (MIL) 

Usually formulated as one of two SVM-based 

methods (mi-SVM and MI-SVM), multiple instance 

learning (MIL) is a supervised learning technique 

(Doran, G., & Ray, S. 2014). Rather than accepting 

instances as input, MIL accepts a set of labelled bags. 

The MIL method operates on the assumption that the 

input is provided as a collection of input patterns 

(x1,...,xn) organised into bags (B1,...,Bm) with BI = {xi : 

i∈ I} for the specified index sets I ⊆{1,...,n}. Label YI is 

linked to every bag in BI; if xi in BI has at least one 

occurrence of a positive label, then YI = 1 and if yi = −1 

for every i in I.  

YI = max i∈Iyi or a series of linear constraints can be 

used to represent the relationship between instance 

labels yi and bag labels YI: ∑ yi +1 2 ≥1, i∈I∀I s.t.YI = 1, yi 

= −1,∀I s.t.YI = −1. 

 
2.2 Stacking Support Vector Machine (SSVM) 
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A hierarchical classification technique called stacking 

support vector machine (SSVM) is applied to category 

tree structure using a top-down, level-based 

methodology (Singh et al., 2018). In general, this 

method yields more accurate results than single-SVM 

models since it offers a hierarchical model of 

individual SVM classifiers (Kowsari et al., 2019). A 

hierarchical classifier with many layers—two levels, or 

the main domain and sub-domains—is used by the 

stacking model. 

 
2.3 String Kernel 
The string kernel has also been used to study text 

classification. Using Φ(.) to map the string in the 

feature space is the fundamental concept behind the 

string kernel (SK). Text, DNA, and protein 

classification are just a few of the several applications 

that have used the spectrum kernel as part of SK 

(Singh et al., 2018). Counting the occurrences of a 

word in string xi as a feature map where creating 

feature mappings from x → Rlk is the fundamental 

principle behind the spectrum kernel. When it comes 

to classifying string sequences, SVM's primary 

drawback is its temporal complexity (Singh et al., 

2018). 

 

2.4 Class SVM 
Let x1, x2,..., xn be training instances for class X in the 

context of text classification; X is a compact subset of 

RN. For multi-class situations, we must create a 

Multiple-SVM (MSVM), as SVMs are often employed 

for binary classification (Rosales-Pérez et al., 2018). 

 

3.0 METHODOLOGY 
 
An extensively used benchmark for text classification 

tasks is the 20 Newsgroups dataset. It is composed of 

about twenty newsgroups with about twenty 

thousand news articles each. Gathering and 

preprocessing data. Early in the 1990s, Usenet 

newsgroups were the source of the 20 Newsgroups 

dataset.In order to get the data ready for machine 

learning models, it goes through a number of 

preprocessing steps. These include the elimination of 

stop words, the removal of common words that 

aren't useful for classification, tokenization, 

stemming/lemmatization, feature extraction, and the 

representation of documents as vectors using 

methods like TF-IDF, Feature Representation, Bag-of-

words, Model Training and Evaluation. The 

preprocessed data can be used to train a variety of 

machine learning models, including: The Naive Bayes 

model is an effective and basic approach for text 

classification. High accuracy can be attained with 

support vector machines (SVM), however they may 

need more intricate parameter adjustment than other 

models for model evaluation, including accuracy, 

precision, recall, and F1 score. Modules of 

Architecture: Reads and preprocesses the data using 

a data loader. Feature Extractor: This tool pulls 

characteristics out of text data. Model: The text 

classification is carried out via a machine learning 

model. Loss Function: Evaluates the performance of 

the model and directs the optimisation procedure, 

Optimizer: Modifies the parameters of the model to 

enhance its efficiency. Examines the model's 

performance with data that hasn't been seen 

before.Figure 1 shows all the steps of the technique 

and the implemented steps are explained in the sub-

sections: 
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4.0 EXPERIMENTAL RESULTS AND DISCUSSION 

 

4.1 Choice of Programming Language 

The setup of the experiment in this research was 

implemented using python programming 

environment Anaconda 3.        

 

4.2 Description of Dataset 

One widely used benchmark for text classification 

tasks is the 20 Newsgroups dataset. It is composed of 

almost twenty thousand news items divided into 

twenty categories. A vector of word frequencies is 

used to represent each document, with each element 

denoting the frequency of a certain word inside the 

document.  A more complex representation known as 

term frequency-inverse document frequency (TF-IDF) 

weights word frequencies according to their inverse 

document frequency. This lessens the weight given to 

terms that are common throughout the corpus but 

don't provide much information for specific texts. 

The 20 Newsgroups dataset's features don't often 

have a strong correlation with one another. This is as 

a result of the features capturing various textual data 

characteristics. Word frequency, for instance, conveys 

the significance of a single word, but TF-IDF and n-

grams show the connections between words. If stop 

words are left in, there is a positive association 

between word frequency and TF-IDF. However, the 

precise dataset and pre-processing techniques can 

affect the actual correlations. 

This experiment was conducted on a known Real-

world dataset because it is suitable for text 

classification technique. The dataset is obtained from 

UCI Machine Learning repository 

(https://archive.ics.uci.edu/ml/datasets/Twenty+News

groups). The detailed description of the dataset is as 

shown in Table 1. 

 

 

4.3 Evaluation of Experiment 

The evaluation of classification technique is based on 

the evaluation of the several classes involved in order 

to get accuracy. The high accuracy of any class is 

considered to be the best classification, hence a 

better performance will be achieved compared to the 

existing ones. 

 

4.4  Discussions of the Results 

 

https://archive.ics.uci.edu/ml/datasets/Twenty+Newsgroups
https://archive.ics.uci.edu/ml/datasets/Twenty+Newsgroups
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Figure 3: The dimensions (features) and topic 

categories (labels_index) 

Figure 4 shows SVM classification when used on tf-idf. 
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5.0 CONCLUSION 

This research work reviewed several literatures 

related to news articles classification and separated 

into different news categories for ease of reading, 

researching and retrieving needed news. The 

experiment was setup using python programming 

language Anaconda 3.   

Twenty newsgroups dataset was downloaded from 

UCI machine learning repository site as the preferred 

documents used in this research, the dataset was pre-

processed before running through vector space 

model using BoW and TF-IDF. The four ML techniques 

(DT, NB, RF and SVM) acted upon the BoW and TF-IDF 

which classified the dataset into separate classes. 

Evaluation of the performance of the four ML 

techniques used shows SVM has an accuracy of 83% 

using the vector space model of TF-IDF and it is 

suitable for use with large dataset. Also, NB has an 

accuracy of 82% using the vector space model of TF-

IDF and it is suitable for use with small dataset.  
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