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Abstract

This paper discovered the potential of instruc-
tion fine-tuning to significantly performance
of large language models (LLMs) on legal
multiple-choice questions (MCQs) abilities. By
manipulating the volume of training data, we
aim to demonstrate a strong correlation be-
tween the quantity of data used in fine-tuning
can lift LLM’s quality, paving the way for
LLMs in specific task (ex: legal knowledge).
We compared Breeze-7B (based on Mistral-
7B) and its fine-tuned version. Adding more
MCQs data can enhance their abilities, there are
two models: the first is adding 5,000 new sam-
ples(bz5k), and the second is 70,000(bz70k).
We compare these with the general baseline
model, GPT-3.5, GPT-4o, and one traditional
Mandarin LLM(TAME). Then, the MCQs
dataset of the MMLU, TMMLU, and the 2023
Taiwanese Bar Examination be evaluated. We
find that fine-tuning LLMs might degrade its
original capabilities little. However, surpassing
a specific data volume can markedly enhances
the model’s effectiveness. This balance ensures
that while the LLM’s proficiency in special-
ized legal domains is enhanced. Practically
speaking, we developed a legal MCQ-specific
LLM that demonstrated the benefits of model
customization. For specialized applications,
smaller-scale, personalized LLMs can be de-
veloped with reduced training costs, making
advanced legal tools more accessible and adapt-
able to specific knowledge areas or unique le-
gal frameworks. This approach also addresses
concerns about digital sovereignty by aligning
the model’s functionalities with jurisdiction-
specific legal regulations.

1 Introduction

1.1 The Evolution of Legal Informatics:
Large Language Models in Legal Contexts

Legal informatics, an interdisciplinary field that
merges legal studies with information technology,
has evolved significantly since its inception. It

began primarily with the automation of legal docu-
mentation and progressed to more complex appli-
cations, including data management and electronic
access to statutes and case law. This development
was spurred by the legal profession’s need to man-
age increasing volumes of information and the de-
sire for more efficient legal processes[1, 2]

In the early days, legal informatics focused on
creating databases for case law and legislation, fa-
cilitating quicker and more reliable access to le-
gal resources. As technology advanced, the field
expanded to include tools for legal analysis, docu-
ment automation, and even predictive technologies
that could forecast litigation outcomes[3, 4]. Fur-
thermore, visualization techniques have become
an important methodological step in translating le-
gal texts into formal languages, bridging the gap
between human understanding and machine pro-
cessing [5].

Recent advancements in artificial intelligence
have further propelled legal informatics towards
innovation. The collaboration between legal, com-
putational, and data science communities aims to
build innovative legal models to improve the ex-
isting legal system[6]. Comprehensive overviews
of legal informatics, such as the work by Katz and
Dolin [7], provide valuable insights into real-world
applications like document review and online dis-
pute resolution.

1.2 Challenges in Implementing LLMs Across
Diverse Legal Systems

The integration of Large Language Models (LLMs)
in legal practices has shown promising results in
areas such as document drafting and legal research.
However, applying general LLMs faces significant
challenges in specialized fields like legal regulation,
where every country may have distinct laws and
regulations. This specificity requires LLMs to un-
derstand and adapt to diverse legal frameworks, a
task that general models are currently ill-equipped
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to handle[8, 9].
The risk of losing legal diversity is significant,

particularly for smaller countries or unique cultural
contexts. These regions often have legal nuances
that are not well represented in the vast data pools
used to train standard LLMs. This phenomenon,
known as "sovereignty AI," highlights the need for
models that respect and incorporate different ju-
risdictions’ legal sovereignty and specificities [10,
11]. To address this, there is a growing push for
developing customized LLMs that are trained on
localized data sets, ensuring that the legal advice
and documentation generated are relevant and com-
pliant with local laws[12, 13].

We utilized a “Mandarin version” derivative of
the Mistral-7B model, named Breeze-7B, which
was further enhanced through prompt finetuning.
This process involved the integration of an addi-
tional set of MCQs and answers aimed at improv-
ing the model’s capabilities in legal contexts. Then,
we developed two variations of this model: one fine-
tuned with 5,000 new samples (bz5k) and another
with 70,000 new questions (bz70k). Our findings
reveal a nuanced interplay specializing legal knowl-
edge in the performance of LLMs. Specifically,
the models Breeze-7B, bz5k and bz70k showed
that finetuning with insufficient data volumes can
indeed degrade the model’s original capabilities,
negatively impacting the architecture designed for
knowledge tasks. Conversely, when the data vol-
ume surpassed a certain threshold (as with bz70k),
the model’s effectiveness significantly improved in
legal knowledge but can influent other tack perfor-
mance.

2 Literature Review

2.1 Overview of LLM Capabilities in Legal
Domains

As we mentioned, LLMs have increasingly become
integral to various applications within legal do-
mains, demonstrating capabilities that span from
basic legal information retrieval to complex reason-
ing and document generation. Studies have shown
that LLMs, like the GPT series and its successors,
can interpret, generate, and summarize legal texts
with a high degree of accuracy. These models have
been employed for contract analysis, litigation pre-
diction, and even in assisting with legal education
by generating hypothetical legal scenarios for study.
This section reviews the extent of LLM integration
in legal practices and evaluates their effectiveness

in handling diverse legal tasks [8, 15, 19].

2.2 Current Methodologies in Instruction
Fine-Tuning

Instruction fine-tuning is a recent development
aimed at refining the training process of LLMs to
better follow user instructions. Unlike traditional
model training, instruction fine-tuning focuses on
aligning the model’s outputs with specific user ex-
pectations and requirements. In the legal field, this
is particularly advantageous for ensuring that mod-
els adhere to legal reasoning patterns and comply
with jurisdiction-specific regulations. This segment
will cover the latest methodologies in instruction
fine-tuning, including the application of specialized
datasets (like legal judgments or statutory provi-
sions) that train models to recognize and replicate
the nuanced decision-making processes typical in
legal analyses[23,24].

3 Research Design

3.1 Multiple Choice Questions in Legal
Evaluation

We use a basic method in legal LLMs–multiple
choice questions (MCQs). The MSQ plays a criti-
cal role in legal education and professional assess-
ments. Moreover, the structured nature of MCQs
makes them particularly suitable for automation us-
ing AI technologies like LLMs. By incorporating
LLMs in creating and grading MCQs, educational
institutions can enhance the objectivity and effi-
ciency of assessments. LLMs can also be used to
generate diverse question sets that cover a wide
array of topics, providing a robust tool for compre-
hensive legal training[14, 15].

However, the effectiveness of LLMs in this area
depends heavily on their training and the quality of
data used. It is essential that the data reflects the
specific legal principles and practices relevant to
the jurisdiction where the education or assessment
is taking place. This ensures that the questions are
accurate and contextually appropriate, fostering a
more effective and meaningful learning environ-
ment[16, 17].

3.2 Model Instructure Finetuning: Breeze-7B

In this study, we based the capabilities of the
Breeze-7B-base model[27], which is built upon
the foundations of the Mistral-7B architecture, by
incorporating an extensive set of MCQs into its
training regimen.
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The original Breeze model, without any spe-
cific finetuning towards these datasets, serves as a
control to understand the baseline capabilities of
the LLM. The bz5k model, finetuned with 5,000
samples, represents a modest increase in dataset-
specific training. The bz70k model, representing
a substantial fine-tuning effort with 70,000 sam-
ples, aims to tailor the model towards the dataset
characteristics significantly.

Our approach to instruction fine-tuning involves
directly using the multiple-choice options as inputs.
The output consists of the correct option (A, B, C,
or D) along with the content of the option, which
provides additional information. This method en-
sures that the model selects the correct answer and
understands the context and details associated with
each option, enhancing its ability to handle similar
questions effectively. For example:

Figure 1: Instructure Finetuning Datasets Structure

3.3 Evaluation Design
These models were benchmarked against a gen-
eral baseline model, GPT-3.5, the more advanced
GPT-4, and a traditional Mandarin Large Language
Model (TAME)[28]. The datasets employed for
evaluation included the Multimodal Legal Under-
standing (MMLU)[29], the Taiwanese Multimodal
Legal Understanding (TMMLU)[30], and the 2023
Taiwanese Bar Examination questions[18].

The evaluation of these models was conducted
using two distinct methodologies to assess their
performance in legal multiple-choice question sce-
narios:

• Probability Selection Method for MMLU
Dataset: This method involves the extraction
of probabilities corresponding to the multiple-
choice options ’A’, ’B’, ’C’, and ’D’ using
a specific function designed to interact with
the LLM’s output layers. The option with the
highest probability is selected as the model’s
response. This approach is feasible with
available LLM configurations where computa-
tional costs are within manageable limits[20] .

In practical, we used the code provide by the
MMLU dataset directly.

Figure 2: Probability Selection Method[25]

• Prompt-Based Zero-Shot Evaluation: The sec-
ond evaluation method utilizes a zero-shot ap-
proach through direct prompting, which can
be applied not only to our custom models
but also in conjunction with external services
such as the OpenAI API. This enables us to
include and assess the performance of other
models like GPT-3.5 and GPT-4 in a straight-
forward and practical manner, leveraging their
built-in capabilities without additional fine-
tuning[21].

Our approach to evaluating prompts involves a
straightforward method where we directly input the
question, for example,"Question: After A grants B
a permit for hillside development and B transfers
the land to C, does the original permit still apply to
C? (A) Yes (B) No (C) Depends on the situation (D)
None of the above". We then expect it to respond
with "(A) Yes". Therefore, we extract the first
option that appears in the output (A, B, C, or D). If
none of these options (A, B, C, or D) appear in the
output, we default to "C" for consistency across all
models.

Given the availability of correct answers, we are
able to calculate the performance of all models on
MCQs. In this study, we employ "accuracy" as the
criterion to assess the efficacy of each model. This
metric allows us to quantitatively evaluate how well
the models are performing in selecting the correct
responses from the provided options[22].
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Table 1: Comparing Different Finetuning Quantity Ef-
fects

Dataset\Model Breeze bz5k bz70k
TMMLU(Law) 0.407 0.401 0.486
TMMLU(Enginnering) 0.498 0.493 0.458
MMLU 0.560 0.562 0.515
TBE 0.486 0.457 0.514

note:TBE = “the 2023 Taiwanese Bar Examina-
tion”

4 Research Result and Discussion I:
Finetuning Quantity Effect

4.1 Probability Selection Evaluation

The table "Comparing Different Finetuning Quan-
tity Effects" showcases the impact of varying
quantities of data used in finetuning on the per-
formance of the Breeze model across different
datasets. These datasets encompass the Taiwanese
Multi-Modal Legal Understanding (TMMLU) in
Law and Engineering domains, the broader Multi-
Modal Legal Understanding (MMLU), and the
2023 Taiwanese Bar Examination (TBE).

1. Dataset-Specific Performance: TMMLU
(Law) and TMMLU (Engineering): For the
Law subset of TMMLU, increasing the fine-
tuning quantity results in improved perfor-
mance, as evident from the bz70k model’s
score of 0.486 compared to the bz5k’s 0.401
and the baseline’s 0.407. This suggests that
a larger dataset helps the model better under-
stand and adapt to legal nuances.

Conversely, in the Engineering subset, the per-
formance decreases as the quantity of fine-
tuning increases (0.458 in bz70k down from
0.498 in the baseline). This could indicate
overfitting or perhaps the introduction of noise
or less relevant information through the addi-
tional data.

2. Different Language Performance: MMLU

Here, we see a slight improvement in bz5k
over the baseline (0.562 vs. 0.560), but a
reduction with bz70k (0.515). This pattern
suggests that while some targeted finetuning
can be beneficial, excessive finetuning may
lead to diminishing returns or negative trans-
fer, where too much specificity detracts from
the model’s general applicability. This demon-
strates that if a LLM performs better in one

language, it often performs worse in another.
This may be related to the parameters of indi-
vidual tokens, where finetuning can detrimen-
tally affect the original linguistic structure of
the LLM.

3. The Newest Local Knowledge: TBE

Performance on the Taiwanese Bar Examina-
tion dataset improves significantly with the
highest data volume (bz70k), moving from
0.486 to 0.514. This improvement indicates
that comprehensive legal training data can en-
hance model performance on specialized legal
tasks such as bar exams, which likely benefit
from a deeper understanding of localized legal
principles and practices.

4.2 Discussion

Figure 3: Model Quantity with Each Evaluation Dataset

The graph represents the performance compari-
son of three models (Breeze, bz5k, bz70k) across
four different datasets (TMMLU-Law, TMMLU-
Engineering, MMLU, TBE), with each model serv-
ing as a point on the x-axis and performance scores
on the y-axis. Different line styles distinguish each
dataset.

1. TMMLU (Law) (dotted line): Shows a trend
of improvement as the finetuning data volume
increases, peaking with the bz70k model.

2. TMMLU (Engineering) (dash-dot line): This
line trends downward, indicating a decrease in
performance with more extensive finetuning,
potentially due to overfitting or less relevant
finetuning data for engineering-specific con-
tent.

3. MMLU (dashed line): Performance slightly
increases with moderate finetuning (bz5k) but
decreases with extensive finetuning (bz70k),

4



suggesting that a balance needs to be found to
avoid diminishing returns.

4. TBE (solid line): Shows a recovery in per-
formance with the most extensive finetuning
(bz70k), indicating that larger, more focused
datasets may be beneficial for specialized le-
gal examinations like the bar exam.

This graph visually illustrates how varying the
amount of finetuning data impacts model perfor-
mance across different domains. It highlights the
need for careful consideration of how much and
what type of data to use for finetuning to optimize
performance without compromising the model’s
generalization capabilities. This insight is crucial
for applying LLMs in specialized fields where ac-
curacy and specificity are paramount.

5 Research Result and Discussion II:
Prompt Evaluation

5.1 Prompt Evaluation
In the second phase, we input the MCQs string
by the API directly (refer to 3.3. Evaluation De-
sign), which allows us to pull other outside LLMs
to compare.

Table 2: Comparing Different Finetuning Quantity Ef-
fects by Prompting Input

Dataset\Model Breeze bz5k bz70k TAME GPT-3.5 GPT-4o
TMMLU(administrative_law) 0.250 0.380 0.580 0.480 0.336 0.650
MMLU 0.320 0.540 0.590 0.470 0.660 0.860
TBE 0.106 0.423 0.640 0.390 0.423 0.680

The table provides comparative performance
data for different language models on MCQs across
three datasets: TMMLU (administrative law, sub-
category of the Law category), MMLU, and TBE.
It shows how each model fares in accurately re-
sponding to prompts within these specific domains.

First of all, we wish to skip the discussion on
GPT-4o because its performance is too strong, mak-
ing it only possible for us to attempt to approach its
performance; moreover, because its size is much
larger, it is not comparable to our approximately
7B parameter model. We can see the trends on the
Breeze-series and other LLMs:

1. Impact of Finetuning Method: Because our
instruct fine-tuning itself has enough MCQs
diversity, the bz70k model can achieve high
performance when we ask it directly. It hap-
pens on TAME’s performance, which is on

other fields of TMMLU performances are bet-
ter than bz70k. Only because it was not “fa-
miliar” with the instructions.

2. Quantity Affects Quality: This table clearly
illustrates that finetuning with a larger volume
of data specifically tailored to the task at hand
can significantly enhance a model’s perfor-
mance. The bz70k’s success across datasets
indicates that the additional specific training it
received is highly effective than Breeze-base
and bz5k, even the GPT-3.5.

3. General vs. Specialized Models: The compari-
son between bz70k variants and GPT-4.0 high-
lights an essential aspect of language model
application: general models can perform well
across broad tasks, but under domain-specific
fine-tuning processing, smaller LLM (7B) can
reach the larger performance.

5.2 Discussion

The graph illustrates the performance comparison
across different language models on three datasets:
TMMLU (administrative law), MMLU, and TBE
(Taiwanese Bar Examination). Each model is rep-
resented on the X-axis, and the performance score,
likely accuracy or a similar metric, is represented
on the Y-axis. Different line styles and colors dis-
tinguish the performance of each dataset.

Figure 4: More Model Performance with Each Evalua-
tion Dataset

Trend Analysis of the graph:

1. Incremental Improvements: The graph illus-
trates a clear trend of incremental perfor-
mance improvements as we move from the
baseline Breeze model to the bz5k and then
to the bz70k. This trend is evident across all
datasets but varies in magnitude.

5



2. TMMLU (Admin Law): For the TMMLU
(Admin Law) dataset, the performance im-
provement from Breeze (0.25) to bz5k (0.38)
and then to bz70k (0.58) is quite pronounced.
This significant uptick suggests that the addi-
tional training samples used in finetuning the
bz70k model are highly effective at enhancing
the model’s capabilities in handling complex
administrative law scenarios.

3. MMLU: The trend in the MMLU dataset fol-
lows a similar pattern. Starting from a per-
formance score of 0.32 with Breeze, there is
a noticeable increase to 0.54 with bz5k, and
further improvement to 0.59 with bz70k. This
consistent increase across finetuning stages
underscores the effectiveness of using larger,
more targeted training sets for enhancing
model performance in general legal contexts.

4. TBE: In the TBE dataset, the performance
jumps considerably from Breeze (0.106) to
bz5k (0.423), and sees a significant peak at
bz70k (0.64). This demonstrates that exten-
sive finetuning with a large volume of special-
ized data is particularly beneficial for models
that navigate the complexities of bar examina-
tion questions, which likely involve nuanced
legal reasoning and specific legal knowledge.

6 Conclusion

6.1 Finetuned Small LLMs Can Battle
The fine-tuned trend observed from Breeze through
bz5k to bz70k highlights the significant role that
the volume and specificity of finetuning data play
in enhancing model performance across diverse
legal datasets. We particularly emphasize the repre-
sentativeness and practicality of the Taiwanese Bar
Examination (TBE) dataset as a significant repre-
sentative of local knowledge, underscoring its value
for testing the efficacy of AI models in handling
specific legal contexts relevant to Taiwan. This
aligns with the broader need in AI development
for datasets deeply embedded in particular legal
and cultural environments, thus serving as practical
tools for evaluating how well AI technologies can
adapt to localized conditions.

The success of bz70k in accurately handling
the TBE dataset indicates that with sufficient tar-
geted training, LLMs can achieve high levels of
proficiency in legal reasoning and analysis. This
is promising for deploying AI in legal practices,

where accuracy, understanding of local laws, and
practical applicability are paramount. This progres-
sion supports the effectiveness of incremental fine-
tuning strategies and emphasizes the necessity of
aligning model training with the specific demands
of the tasks and datasets to optimize performance
in specialized applications like law.

In other words, the central assertion of the text
is that the quantity of data, particularly when it
is of high quality, plays a crucial role in enhanc-
ing the performance of AI models. This principle
is reflected in the paper’s title, "Quantity Affects
Quality," which posits that substantial inputs in
terms of data can translate into significant improve-
ments in the output capabilities of a model, even
if the initial performance of the model is not par-
ticularly strong. While the quantity of the finetune
data is highlighted as a key factor, the quality of
this data is equally important. High-quality data
for finetuning ensures that the model learns rel-
evant and accurate information, which is crucial
for effectively applying the model in real-world
scenarios.

Our improvement plan has achieved the original
research targets:

1. Localized and Personalized LLMs: Digital
Sovereignty and Localization: The project
successfully integrates localized legal knowl-
edge into LLMs through finetuning processes.
This approach aligns with the growing de-
mand for digital sovereignty, where regions
or organizations dictate the informational and
operational contours of the technology they
deploy. Personalizing LLMs to reflect local le-
gal standards and knowledge bases enhances
their practicality and relevance, ensuring that
the generated content and advice are legally
sound and contextually appropriate.

2. Data Volume and Model Performance: The re-
search confirms that significant enhancements
in model performance can be achieved by
increasing the volume of training data used
during finetuning. This finding is crucial for
smaller models, which might not start out with
the computational or architectural advantages
of larger models like GPT-3.5 or GPT-4.0. By
effectively using larger datasets for finetuning,
these smaller models can bridge the perfor-
mance gap, challenging the notion that bigger
is always better. The acknowledgment that fu-
ture advancements in base models could lever-
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age similar finetuning strategies underscores
the iterative nature of AI development. This
forward-looking perspective encourages con-
tinuous adaptation and enhancement as newer
and more robust technologies emerge.

3. Practical Application and Instructional
Method: Alignment with Use Scenarios:
By employing direct input of questions
as instructions, the project aligns model
usage with real-world application scenarios,
particularly in legal practices. This method
improves the practical usability of the LLM,
as it mimics the actual inquiries and tasks that
users would perform, thus providing more
accurate and contextually relevant responses.

6.2 Research Limitations and Future
Prospects:

1. Technological and Resource Limitations: The
limitation in experimenting with larger mod-
els due to equipment constraints is a common
challenge in computational research. Larger
models typically require substantial compu-
tational resources, which may not be readily
available to all research institutions. Seeking
partnerships and support can facilitate access
to more advanced computational resources,
enabling the exploration of larger, more ca-
pable models that may offer enhanced per-
formance and new capabilities. The pursuit
of collaborative efforts with institutions that
have the necessary infrastructure can acceler-
ate research and development efforts, pooling
resources for mutual benefit.

2. Expanding the Scope of Legal Informatics:
While MCQs are a common format for test-
ing and training AI systems due to their struc-
tured nature, legal reasoning represents a more
complex challenge that involves understand-
ing nuances and making judgments similar to
those a human lawyer would make. Expand-
ing LLM research to include these aspects can
significantly impact the legal profession by
providing tools that can assist with more so-
phisticated tasks. Legal Reasoning and AI:
Future research could focus on enhancing the
capabilities of LLMs to handle complex legal
reasoning and argumentation, potentially rev-
olutionizing how legal analysis and advice are
delivered.

3. Improving Evaluation Methods: Current eval-
uation methods might not adequately capture
the universality and reproducibility necessary
for legal applications. Legal AI systems must
produce consistent and reliable results under
various conditions to be truly effective and
trustworthy. Therefore, developing more ro-
bust evaluation frameworks that can more ac-
curately assess the effectiveness of AI in legal
contexts is essential. This might involve cre-
ating standardized datasets, developing new
metrics that better reflect the quality of legal
reasoning, or adopting more rigorous cross-
validation techniques to ensure the AI’s deci-
sions are sound and defensible.

The concept that "Quantity Affects Quality" un-
derlines the transformative potential of data volume
and quality in AI development. It suggests that
strategic finetuning with carefully selected data can
significantly uplift even underperforming models,
broadening the scope for AI enhancements and ap-
plications across various industries. This principle
not only guides practical AI development strategies
but also sets a foundation for future research into
effective and efficient AI training methodologies.
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