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Abstract 

Segmentation is one of the most common methods for analyzing and processing 

medical images, assisting doctors in making accurate diagnoses by providing detailed 

information about the required body part. However, segmenting medical images 

presents a number of challenges, including the need for medical professionals to be 

trained, the fact that it is time-consuming and prone to errors. As a result, it appears that 

an automated medical image segmentation system is required. Deep learning algorithms 

have recently demonstrated superior performance for segmentation tasks, particularly 

semantic segmentation networks that provide a pixel-level understanding of images. U-

Net for image segmentation is one of the modern complex networks in the field of 

medical imaging; several segmentation networks have been built on its foundation with 

the advancements of Recurrent Residual convolutional units and the construction of 

recurrent residual convolutional neural network based on U-Net (R2U-Net). R2U-Net is 

used to perform trachea and bronchial segmentation on a dataset of 36,000 images. 

With a variety of experiments, the proposed segmentation resulted in a dice-coefficient 

of 0.8394 on the test dataset. Finally, a number of research issues are raised, indicating 

the need for future improvements. 
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1 Introduction 

Medical image segmentation is useful for evaluating and processing medical images since it 

divides the image into multiple useful parts based on pixel properties including intensity, color, and 

structure. Segmentation can be done by using a variety of image processing methodologies and 

procedures. Manual segmentation, carried out by specialists, is the most common practice. However, 

it is time-consuming and strongly reliant on the implementer's experience. 

With the development of artificial intelligence, the convolutional neural networks (CNN) have 

shown remarkable success in a variety of computer vision applications, including image classification 

and segmentation referring to pixel-level insight images by labeling layers for each pixel [1].  The U-

Net is a fully convolution neural network (FCN) that was constructed with an encoder and decoder 

network employing concatenations that allowed for greater segmentation accuracy [2 - 5]. It 

immediately became a leading approach for segmenting by splitting pixels into numerous categories 

based on their intensity value. If the pixel intensity is much larger than a threshold value, it is 

regarded as a foreground or part of the subject. Otherwise, pixels are considered background. 

However, the threshold method is sensitive to noise due to the inability to capture the spatial 

characteristics of the image. In this paper, a modified U-Net model is proposed for segmenting the 

trachea and bronchial branches from the Computed Tomography (CT) images to segment with the 

preliminary results. The segmented images can aid experts in accurately identifying locations, 

detecting abnormalities and monitoring the disease's progression. 

2 Materials and Methods 

2.1 Datasets 

With the view toward the identification and location of the trachea and bronchial branches, a 

training dataset is used with 36,000 training DICOM images, including 12,000 chest CT images, 

12,000 mask images for the trachea region, and 12,000 images for the bronchial branch area. The test 

dataset included 6,000 test images, including 2,000 chest CT images, 2,000 trachea mask images, and 

2,000 bronchial branch mask images. The intensity value of the mask in relation to the trachea area 

and bronchial branches is set to 0, while the others are set to 1. Each image has a size of 1,024× 1,024 

pixels and is on the grayscale. The distribution of training and testing datasets is shown in Table 1. 

The dataset was randomly divided into 75 percent training and 25 percent validation. 
 

Attribute Training Validation Testing 

Chest CT 9,000 3,000 2,000 

Trachea mask 9,000 3,000 2,000 

Bronchial branch mask 9,000 3,000 2,000 

Table 1: An overview of the datasets 
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2.2 Pre-processing and data argument 

For improving data quality and reducing the image size to fit the current deep learning model, the 

preprocessing step was performed. The DICOM pixel arrays were extracted and then converted into 

three red, green, and blue channels. Then, the image was resized to 512×512 pixels. Figure 1 

illustrates the chest CT image, trachea mask, and bronchial branch mask. Data enhancement 

techniques were used to avoid overfitting by rotating, shifting, adjusting images. 

 

2.3 Architecture of Segmented Networks 

In this study, a recurrent residual convolutional neural network based on U-Net (R2U-Net) is 

proposed with the U-Net network advancements and recurrent residual convolutional units (RRCU) 

[6]. Furthermore, the U-Net network has concatenation connections, which allow information to be 

transferred from encoder to decoder at corresponding levels to obtain more accurate segment images. 

The recurrent residual convolutional units are used with the feedback connection for storing 

information over time and the contextual information, which means that as the time steps increase, the 

more information the network takes advantage of in the vicinity. 

The network's input is a data folder containing CT images and masks corresponding to the object 

to be segmented, and the desired output is the image as shown in Figure 2 containing the location 

information of the object to be partitioned. The trachea and bronchial Zoning were trained in two 

separate pieces of training in this study. The CT image and trachea mask are the input data pair for 

trachea zoning, and the CT image and trachea mask are the input data pair for bronchial branch 

zoning. Both of these pieces of training are trained with the same parameters for 100 epochs with 

Stochastic Gradient Descent optimizers (SGD) with momentous values of 0.9 [7], [8]. The learning 

rate is set to 1e-3 and gradually reduced to 1e-5, with a batch size of 5 to 10 images. 

Figure 1: Examples of chest CT photos (left), trachea mask (center) and bronchial branch mask (right). 
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2.4 Experiments Setup 

The proposed R2U-Net model was built in Python and use well-known libraries such as Keras 

(https://keras.io/) and Tensorflow (https://www.tensorflow.org/) as an alternative program. In 

addition, several Python packages were used including OpenCV (https://opencv.org/), pydicom for 

processing DICOM images [9]. All training was done on a workstation with an NVIDIA GeForce 

GTX 1050Ti GPU and 32GB RAM. The parameters for training experiments are shown in Table 2. 

 

Experiment Optimizer LR schedule Batch size Epoch 

EXP1 Adam 1e-4 to 1e-6 10 60 

EXP2 SGD 1e-3 to 1e-5 6 80 

EXP3 Adam 1e-4 to 1e-6 6 80 

Table 2: Training parameters for experiments 

2.5 Metrics 

Segment performance is evaluated using Dice-coefficient and Dice-coefficient loss [10]. They are 

the loss jaws for the training model. The definition of Dice Coefficient is: 
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Figure 2: R2U-Net network architecture and training process 
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where the sums run over the N voxels, of the predicted binary segmentation volume pi ∈ P and the 

ground truth binary volume gi ∈ G. 

3 Result and Discussion 

These two trachea area objects and two bronchial branches are segmented and located from two 

datasets. 

Experiment Train step time (s) Train time/epoch (s) Dice-coef. 

EXP1 6.7 2010 0.7795 

EXP2 5.8 1740 0.7535 

EXP3 6.8 2040 0.8045 

Table 3: Training time per epoch, step-by-step training time, and Dice-coef. points of confirming data of 

experiments. 

Table 3 summarizes the model's components of training time, training time per epoch, and Dice-

coef for each experiment. For the first experiment, each training step about 6.7 seconds, each training 

time per epoch about 2,010 seconds, and the Dice-coef value was 0.7795. In the second experiment, 

each training step about 5.8 seconds, each training time per epoch about 1,740 seconds, and the Dice-

coef value was 0.7535. In the third experiment, each training step about 6.8 seconds, each training 

time per epoch about 2,040 seconds, and the Dice-coef value was 0.8045. 

 

Experiment Train step time (s) Train time/epoch (s) Dice-coef 

EXP1 6.1 1830 0.8007 

EXP2 5.7 1710 0.8030 

EXP3 6.3 1890 0.8394 

Table 4: Training time per epoch, step-by-step training time, and Dice-coef points of confirming data for 

experiments 

Table 4 summarizes the components of the model of training time, training time per era, and Dice-

coef for each experiment. For the first experiment, each training step about 6.1 seconds, each training 

time per epoch about 1,830 seconds and reached a Dice-coef value of 0.8007. For the second 

experiment, each training step took about 5.7 seconds, each training time per epoch about 1,710 

seconds and reached a Dice-coef value of 0.8030. For the third experiment, each training step about 

6.3 seconds, each training time per epoch about 1,890 seconds and reached a Dice-coef value of 

0.8394. 

The best-performing experiment from validation was selected. Tables 3 and 4 demonstrate how 

the model's performance varies depending on the condition. Figure 3 shows segmentation results 

using a chest CT image. 
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Figure 9: Segmentation results using a chest CT image (left), a real mask (middle), and a predictive mask 

(right): (A) for trachea and (B) for bronchial branch. 

4 Conclusion 

This paper proposed a method for segmenting the trachea region and bronchial branch using the 

R2U-Net model, with experiments performed under various conditions. The best Dice-coefficient 

values obtained were 0.8045 and 0.8394 for two cases of trachea and bronchial branch segmentation. 

The data enhancement method was used to generalize the model and obtain the Dice-coefficient value 

without significant differences between the data set and the validation dataset, thereby avoiding the 

current overfitting. Due to limited computing resources, all training images are resized to 512×512 

pixels. For future works, training data will be processed in full size to avoid losing information. All of 

the study's code and data can be found at the following address in Kaggle: 

https://www.kaggle.com/nhthunhhong/g3-0805-aunet/edit/run/75804871 
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